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A Numerical and Analytical Study
of Thermally Driven Combustion
Oscillations in a Perfectly Stirred
Reactor
The oscillatory behaviors of methane and hydrogen oxidation in a perfectly stirred reac-
tor (PSR) are examined. The work explores the parameter spaces in which oscillatory
combustion and ignition take place using heat transfer coefficient, mean residence time,
and reactor wall temperatures as variables. An analytic model was developed using an
eigenvalue analysis to determine the nature and stability of these oscillations. Both nu-
merical and analytical studies suggest that combustion oscillations occur at the extinc-
tion turning point of the hysteresis curve or the boundary of combustion extinction. These
oscillations are found to be driven by the coupling of the heat released from the reaction
and the heat dissipation through the reactor wall, and these are unstable, which perhaps
explains why they were never or rarely observed experimentally. In the case of hydrogen
oxidation, we demonstrate the existence of two additional types of oscillations, namely,
hybrid oscillation and oscillatory ignition, both of which occur at or near the turning
point of ignition. These oscillations are stable and driven by detailed reaction kinetics.
The numerical results for hydrogen oxidation were compared with previous experiments
and found to be within 5 K of the observed wall temperature where oscillations were
observed. �DOI: 10.1115/1.2897926�

Keywords: oscillatory ignition, PSR, hydrogen oxidation, reactor
ntroduction

Despite its simplicity of operation, a well-stirred reactor can
roduce a variety of combustion modes ranging from steady burn-
ng to extinction. Combustion in a well-stirred reactor can also be
pontaneously oscillatory. Griffiths and co-workers �1–4� showed
hat periodic ignition and Hopf bifurcations exist for hydrogen
xidation near the second explosion limit �5�. Isothermal kinetic
nd thermokinetic analyses showed that the origin of the oscilla-
ions was the large third-body efficiency of water and the resulting
eriodic variations in the rate of chain termination reaction H
O2+M→HO2+M �2,3,6�. Specifically, as water was produced

rom the combustion reaction, the rate of chain terminating reac-
ion increased, and a decrease in the combustion intensity fol-
owed. A decrease in combustion intensity reduced water produc-
ion, thereby decreasing the rate of radical chain termination,
ncreasing the oxidation intensity and leading to reignition. A
onisothermal analysis �7� showed that complex ignition oscilla-
ions and bifurcations require the thermal effects of heat release
nd heat loss to be included in the analysis, whereas simple peri-
dic ignition could arise even under isothermal conditions. The
mplitudes and frequencies of oscillations were found to be ex-
remely sensitive to heat transfer rates through the reactor wall
8�.

Vlachos and co-workers �9–11� performed a detailed bifurca-
ion analysis for oscillations in isothermal well-stirred reactors.
scillatory ignition, combustion, and bifurcation were identified
ear or at the ignition and extinction turning points of hysteresis
urves. Multiplicity of solutions in the form of birhythmicity was

1Corresponding author.
Contributed by the Heat Transfer Division of ASME for publication in the JOUR-

AL OF HEAT TRANSFER. Manuscript received February 13, 2007; final manuscript
eceived October 17, 2007; published online May 16, 2008. Review conducted by

engt Sunden.

ournal of Heat Transfer Copyright © 20
also found under certain reactor conditions �10�. Chain branching
and radical losses were found to be a sufficient cause of oscilla-
tions �9�.

In addition to hydrogen oxidation, combustion oscillations were
also observed for fuels or fuel blends other than pure hydrogen
�e.g., Refs. �12–14��. In all cases, oscillations occurred at rela-
tively low temperatures. Like the oxidation of hydrogen, reaction
chemistry specific to a given fuel appeared to have a dominant
influence on the nature of the oscillations and parameter space in
which oscillations occurred.

The initial motivation behind this work was to apply the previ-
ous knowledge of oscillatory combustion to efficient and clean
fuel conversion. Our interest was to convert petroleum fuels to
hydrogen and other forms of hydrocarbon materials by fuel-rich
combustion. We reasoned that by operating a well-stirred reactor
with the time period of each oscillatory cycle shorter than the
induction time of pollutant formation, it might be possible to
achieve sufficient fuel conversion with minimal soot and other
pollutant emissions. Very quickly, however, it became clear to us
that the knowledge from previous studies was insufficient to ad-
dress a range of basic questions concerning combustion oscilla-
tions in a well-stirred reactor. For example, very little is known
about the cause and nature of nonisothermal combustion oscilla-
tions other than those of ignition oscillations observed previously.
It is also not clear whether among different types of oscillations,
there could be a type of oscillations generic for all fuels. That is,
the cause for oscillation is independent of reaction kinetics.

The major objective of the present work was to examine a type
of combustion oscillations driven entirely by the thermal effects of
heat generation and convective heat loss. The nature and cause of
these oscillations will be shown to be completely different from
previously studied ignition oscillations, but such oscillations may

be easily misunderstood as ignition oscillation. In doing so, we

JULY 2008, Vol. 130 / 071201-108 by ASME
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ope to provide a theoretical guidance in locating the parameter
pace within which these oscillations may occur irrespective of
he nature of the reactant fuel.

Numerical simulations of hydrogen and methane oxidation in a
erfectly stirred reactor �PSR� were carried out to characterize the
ombustion responses as a function of relevant reactor variables.
hese simulations were made by using detailed reaction kinetics
nd by solving the transient mass and energy equations in a well-
tirred reactor. An analytical eigenvalue analysis was then per-
ormed to examine the solution stability and oscillations of the
nderlying governing equations. We identified the principal cause
f combustion oscillations to be the coupling of heat release and
onvective heat loss through the reactor wall, which is indepen-
ent of fuel type and stoichiometry. In addition, relationships be-
ween previously studied ignition oscillations and present com-
ustion oscillations are presented. Responses of amplitude and
requency to the variation of reactor operating parameters are also
iscussed. These specific properties of combustion oscillation
ere found to be highly dependent on the operation conditions,

uel type, and stoichiometry.

ethodologies

Numerical Computations. The PSR code �15� from the
hemkin suite of codes was employed to simulate reactions in a
ell-stirred reactor. The PSR code was initially written for steady-

tate PSR problems and was modified in this work to allow com-
utations for a transient problem. Specifically, the integration of
ime-dependent governing equations of species and energy conser-
ation was performed by a time-marching procedure employing
he two-point boundary value problem solver �16�. Since oscilla-
ions and bifurcation are extremely sensitive to numerical accu-
acy in each time step, stringent tolerances were assigned to en-
ure that numerical errors during time integration have little
ffects on PSR solution.

A convective heat loss term was added to the energy conserva-
ion equation to account for heat loss through the reactor wall.
his term takes the form of hA / ��V��T−Tw�, where h is the heat

ransfer coefficient, A and V are, respectively, the wall area and
he volume of the reactor, � is the mixture density, T is the tem-
erature, and Tw is the wall temperature of the reactor. An effec-
ive heat transfer coefficient was defined as �=hA. Combustion
esponses and oscillations were examined within either the
˙ -�-Tw-Tin or the �-�-Tw parameter space, where ṁ is the mass
ow rate, � is the mean residence time, and Tin is the inlet reactant

emperature. These parameters were varied, while other variables
ncluding reactor volume and pressure were held fixed for each
uel of interest.

For hydrogen combustion, we used the reaction model of Kim
t al. �17�. The use of more recently published models of hydro-
en combustion �18–21� did not affect our conclusions. The meth-
ne combustion mechanism consists of 59 species and 331 el-
mentary reactions and is based on GRI-MECH 1.2 �22�
upplemented by the combustion chemistry of acetylene and eth-
lene �23,24�. The modified mechanism also included the reac-
ions leading to the formation of soot precursors �22�.

Analytical Eigenvalue Analysis. To simplify this analysis, we
dopted a global reaction given by

Reactant → Product�s� + �h0

here �h0 is the enthalpy released during the reaction and the
eaction rate constant is given by the simple Arrhenius equation
=A exp�−E /RT�. The governing equations are given by

dCR = −
CR − C

+ A exp�−
E �C �1�
dt
�

� RT R�
71201-2 / Vol. 130, JULY 2008
cp
dT

dt
=

c
p
*T* − cpT

�
−

��T − Tw�
�V

− �h0A exp�−
E

RT
�CR

C
�2�

where CR is the molar concentration of the reactant, C=CR+CP
the total molar concentration, CP the molar concentration of the
product, and cp the mixture specific heat. The asterisk refers to
reactor inlet conditions.

Following the approach of Gray and Griffiths �25�, Eqs. �1� and
�2� were nondimensionalized by defining the Newton cooling time
�26�,

tN =
�cpV

�
�3�

The real time and mean residence time were then nondimension-
alized by tN as t1=� / tN and t2=� / tN, respectively. The nondimen-
sional temperature takes the form �26� of

� =
E�T − Tw�

RTw
2 �4�

The resulting nondimensionalized governing equations are given
by

dxR

dt
=

1 − xR

t2
− tNA exp�−

1

�
�exp� �

1 + ��
�xR �5�

d�

dt
=

�0 − �

t2
− �A exp�−

1

�
�exp� �

1 + ��
�xR − � �6�

where xR is the mole fraction of the reactant, � is a small param-
eter given by �=RTw /E, and �=�V�h0 / ����.

Linearizing Eqs. �5� and �6� and neglecting higher-order terms,
we obtained

ẏ = Jy �7�

where y=x−x* �x* is a steady-state point� and J is the Jacobian
matrix. The solution was assumed to take the form of

y�t� = e�tv �8�

where � is the growth rate and v a nonzero fixed vector to be
determined. Combining Eqs. �7� and �8� yielded the classic eigen-
value problem, Jv=�v, where v is now an eigenvector of J with a
corresponding eigenvalue �. Solving the typical characteristic
equation that accompanies an eigenvalue problem yields the qua-
dratic equation for the eigenvalues,

�2 − Tr � + � = 0 �9�

where Tr and � are, respectively, the trace and determinant of the
Jacobian J �27�. Solving Eq. �9�, one obtains eigenvalues �1/2
=	
 i� and 	=Tr /2, with �= ��− �Tr /2��1/2. The general solu-
tion for y�t� is given by

y�t� = �1e�1tv1 + �2e�2tv2 �10�

where �’s are coefficients.
Examining Eq. �10� yields several important conclusions re-

garding the stability of the solution. Specifically, y�t� is a linear
combination of e�	
i��t, which by Euler’s formula, is a linear
combination of e	t cos��t� and e	t sin��t�. Depending on the
value of 	 �and therefore Tr� and � �assuming it is real�, unstable
�Tr0�, oscillatory �Tr=0�, and stable �Tr�0� solutions can be
obtained. When Tr=0, the solution becomes imaginary, therefore
persistently oscillatory. Observing that when � is imaginary, the
solution involves only the exponential dependence of real num-
bers. These solutions are called nodes and can be either stable or
unstable depending on whether 	 is positive or negative �27�.

Results and Discussion
Figure 1 presents the numerically determined boundaries sepa-
rating the reactive solution from the frozen solution for methane

Transactions of the ASME
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xidation in a PSR in a diluted air consisting of 11% O2 and 89%
N2+Ar� at three equivalence ratios. Argon was used to substitute

part of the nitrogen to achieve the same adiabatic flame tem-
erature for the three mixtures. Therefore, the difference seen in
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ig. 1 Numerical characterization of PSR solution types in the
arameter space of effective heat transfer coefficient versus
esidence time for methane in 11% O2–89% „N2+Ar… mixtures.
he parameter space beneath each solid curve represents the
ondition where combustion is possible. The dashed lines in-
icate the conditions where combustion oscillations are ob-
erved. Argon was used to substitute N2 for �=0.7 and 1.5 to
chieve identical adiabatic flame temperature for the three
quivalence ratios. Other conditions employed in the computa-
ion include V=100 cm3, p=1 atm, and Tin=Tw=300 K.
PSR conditions are identical to those in Fig. 1.
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Fig. 1 is entirely the consequence of the fuel to oxygen ratio in the
unburned mixture. Here, the boundaries separating the reactive
solutions from nonreactive solutions are defined by the heat trans-
fer coefficient � and the residence time �. Other reactor conditions
are volume=100 cm3, pressure=1 atm, and wall and inlet tem-
peratures at 300 K. Above the bell-shaped curves, a reacting so-
lution is not possible because of excessive heat loss at a given
mean residence time. The small residence time boundary is deter-
mined by the critical time needed for the unburned mixture to
undergo reaction. The large residence time boundary represents
the condition of sufficient reaction time, but with excessive heat
loss through the reactor wall. It is seen that the variation of
equivalence ratio does not affect the qualitative feature of the �-�
boundaries. Quantitatively, however, the lower critical residence
time increases markedly with an increase in equivalence ratio.

An exhaustive numerical search within the combusting domain
led to observations of oscillatory combustion only on the large
critical residence time boundary. Taking the �=1.5 mixture as an
example, Fig. 2 illustrates that inside the combusting domain
�point 1�, a transient decaying oscillatory solution can be ob-
tained. On the critical residence time boundary, we obtained sus-
tained oscillation, whereas outside the combusting domain, the
amplitude of oscillation increases with time, until the system re-
laxes to the frozen state.

The discussion above suggests that combustion oscillation dur-
ing methane oxidation in a PSR is governed by the heat release
and convective heat loss through the reactor wall. It is thus rea-
sonable to speculate that the sustained oscillation seen in Fig. 2
must occur in a PSR as long as heat release and convective heat
loss are of similar magnitudes and are tightly coupled. Consider-
ing that it is numerically more robust to obtain a solution for the
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xidation of hydrogen as opposed to a hydrocarbon, we decided to
xamine the oxidation of hydrogen in pure oxygen under the stoi-
hiometric condition. The use of hydrogen oxidation in our analy-
is also stemmed from the fact that experimental data �15� are
vailable for a model comparison, as will be discussed later.

Figure 3 presents a complete spectrum of temperature solutions
omputed as a function of mass flow rate or mean residence time
or the reaction of 2H2+O2 in a PSR with a wall temperature of
00 K, effective heat transfer coefficient of 0.093 cal /s K, pres-
ure of 16 Torr, reactor volume of 550 cm3, and two inlet tem-
eratures of Tin=500 K and 700 K. These reactor conditions are
imilar to those employed in the experiment of Baulch et al. �3�.
he reactive solution is represented by a reaction temperature sub-
tantially larger than the wall temperature, whereas the frozen
olution is characterized by the reactor condition of zero heat
elease. It is seen that a reactive solution is obtained within a
ange of residence time. The small residence time limit shown in
he figure characterizes a critical kinetic limit below which no
eaction is possible. As the residence time increases, the reaction
emperature also increases because of a longer reaction time avail-
ble for the reaction to reach completion. A further increase in the
esidence time brings down the reaction temperature because of
eat loss. Eventually, the heat loss becomes so severe that it
uenches the reaction as the residence time further increases. The
oint immediately before reaction quenches represents the only
ondition where sustained combustion oscillation is observed.
his point will be referred to as the large critical residence time

imit. Figure 3 also identifies the region where oscillatory ignition
s detected. We shall, however, defer the discussion of this type of
scillation to a later part of this paper.

The results shown in Fig. 4 were obtained by varying the ef-
ective heat transfer coefficient and mass flow rate for three dif-
erent wall temperatures at the critical point shown in Fig. 3. In
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time, and the nature of the limiting curves is similar to those of
Fig. 1. The variation of wall temperature was found to affect the
solution domain only quantitatively, but not qualitatively. Oscilla-
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ion conditions are represented by the dashed lines on the small
ritical mass flow rate boundaries or, equivalently, the large criti-
al residence time boundaries.

To illustrate the reactive-frozen boundaries for a more complete
arameter space given by the variation of Tw-ṁ-�, Fig. 5 shows
ritical wall temperatures as a function of the mass flow rate ob-
ained for a range of effective heat transfer coefficients from
.02 cal /s K to 4.2 cal /s K. Again, oscillations were found only
n the small critical mass flow rate/large residence time bound-
ries. Based on this observation as well as on the results obtained
or methane combustion, we conclude that oscillatory combustion
t the boundary of reactive and frozen solutions at the large criti-
al residence time limit is independent of the combustible mix-
ure.

To verify the conclusion reached by numerical simulations, we
erformed an analytical eigenvalue analysis. Figure 6 shows a
epresentative case of the analytical solution, featuring a plot of
imensionless temperature, �, and trace Tr versus dimensionless
ime t2. The results were obtained for parameter values of A
1012 s−1, E=150 kJ /mol, Tw=T*=300 K, �h0=−60 kJ /mol, V
1000 cm3, c

p
*=30 J /mol K, �cp=0.012 J /cm3 K, and �
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=0.25 cal /s K. It is seen that the temperature solution can be di-
vided into three branches. Branch I corresponds to steady burning
without a notable influence from the residence time or heat dissi-
pation through the reactor wall. In branch II, temperature de-
creases as t2 increases because of a gradual increase in the heat
loss rate. Both branch I and II solutions are stable, whereas the
solution in branch III is unstable since the trace is positive. The
oscillatory solution is obtained where the trace value is equal to
zero. Two such points exist, as shown by the filled circles in Fig.
6. The oscillatory solution at the small t2 value is not important in
a practical sense. The oscillatory point at the large t2 value, how-
ever, is numerically observable.

Further analytical tests show that, again, the oscillatory solution
is entirely a consequence of coupled heat release, which is gov-
erned by exponential reaction kinetics and convective heat loss
through the reactor wall. Thus, this combustion oscillation is ap-
plicable to all fuels. Here, we found no evidence of detailed reac-
tion kinetics being the cause of combustion oscillation, although
this does not rule out the possibility that oscillation may be purely
driven by kinetic effects, as in the case of oscillatory ignition to be
discussed later.

Now that the parameter space for the oscillations has been es-
tablished, Fig. 7�a� is presented to demonstrate the specific prop-
erties of these oscillations. In this figure, the mass flow rate was
fixed at 1 mg /s and the effective heat transfer coefficient was
0.05 cal /s K. Here, representative samples of oscillations are
shown at various reactor wall temperatures. The first plot was
obtained at Tw=751.96 K and represents a steady small-amplitude
��0.2 K� oscillatory combustion behavior. Surprisingly, as Tw

was decreased by merely 1 K or more, the amplitude of the oscil-
lation grew enormously from 60 K at Tw=751 K to 150 K at Tw
=748 K, although the frequency does not vary drastically. This
behavior is representative of what will be referred to in this paper
as the hybrid of combustion and ignition oscillation. It is charac-
terized by a longer period of low reactivity, followed by a sharp
rise and fall in the temperature or the reactivity. The base tem-
perature of this type of oscillation is higher than the wall tempera-
ture of the reactor. At just a few kelvins below, the hybrid oscil-
lation disappears, giving way to marked oscillatory ignition at a
wall temperature of 	746 K. These oscillations are characterized
by base temperatures lower than the wall temperature of the PSR,
low frequency, and high amplitude �	1000 K�. The trends dis-
played in Fig. 7�a� between the amplitude and frequencies of os-
cillations as a function of vessel wall temperature were also ex-
perimentally produced by Baulch et al. �3�. Figure 7�b� shows the
results that Baulch et al. observed. Figure 7�b� shows the same
trend that can be seen in Fig. 7�a�, specifically that the amplitude
of oscillation grows with diminishing wall temperature and that
the frequency decreases with decreasing wall temperature. In ad-
dition, the oscillatory ignition region is clearly shown in Figs. 7�a�
and 7�b� for relatively low wall temperatures. Both figures also
display the upper and lower limits of extinction.

The occurrence of the three oscillatory behaviors strongly de-
pends on reactor conditions and especially on the mass flow rate,
as demonstrated in Fig. 8, where the temperature excess, defined
by T−Tw, is plotted as a function of Tw. The results were obtained
for a fixed � value of 0.093 cal /s K. The transition from the upper
T−Tw branch to the lower branch occurs on the large critical
residence time boundary of reactive and frozen solutions dis-
cussed previously. Thus, it is expected that the oscillations would
occur near the point of transition. Here, these points will be re-
ferred to as the turning points.

Indeed, at the mass flow rate of 5 mg /s, the combustion oscil-
lation occurs at the turning point on the upper branch �Tw

=703 K�. Now, as seen in the inset of the top panel of Fig. 8, the
amplitude of these oscillations is relatively large �	15 K� when
compared to that obtained for ṁ=1 mg /s �Fig. 7�. At wall tem-

peratures slightly higher than 703 K, all oscillations degenerate to

JULY 2008, Vol. 130 / 071201-5
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steady-state combusting solution. The figure also shows hyster-
sis in the temperature excess, T−Tw, as a function of Tw. On the
ow branch of temperature excess, neither hybrid nor ignition os-
illation was detected.

Fig. 7 „a… Representative oscillatory solu
mass flow rate m=1 mg/s and effectiv
Other conditions are the same as in Fig.
the reactor and vessel wall temperature a
„adapted from Baulch et al. †3‡….
When the mass flow was decreased to 0.5 mg /s, a variety of
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ignition and hybrid oscillation behaviors appeared �see the bottom
panel of Fig. 8�. Point �i� with Tw=750 K represents simple igni-
tion oscillation. At the turning point �b� where Tw=750.4 K, how-
ever, we encountered ignition oscillation characterized by the

ns obtained for the 2H2+O2 mixture with
eat transfer coefficient �=0.05 cal/s K.
„b… The temperature difference between
function of the vessel wall temperature
tio
e h
3.
s a
Hopf-type bifurcation �28�, which is described by a pair of igni-
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ion peaks. The first high amplitude peak is immediately followed
y the second peak with a smaller amplitude. For Tw=755 K,
hich is slightly larger than that at the turning point, the reaction

nters into the region of hybrid oscillation with base temperature
eing above Tw. The hybrid oscillations provide a transition from
scillatory combustion to oscillatory ignition consistent with the
esults demonstrated in Fig. 7�a�.

We note that the reactor conditions used to obtain the compu-
ational results in the bottom panel of Fig. 8 are nearly identical to
hose employed in the experiment of Baulch et al. �3�. Our nu-

erical results compare very well to the experimental data �see
ig. 8 of Ref. �3��. Specifically, the qualitative features observed

n the experiment from oscillatory ignition to Hopf bifurcation
nd, finally, to hybrid oscillation are well captured by numerical
imulation. The model also reproduces the oscillation frequencies.
n addition, the numerical simulation predicts a wall temperature
t the turning point being just 4.6 K lower than its experimental
ounterpart.

Clearly, the nature and cause of oscillatory combustion ob-
erved at the extinction turning point and oscillatory ignition at or
ear the ignition turning point are quite different. As stated earlier,
scillatory combustion is entirely a consequence of the coupling
etween reaction heat release and heat dissipation through the
eactor wall. On the other hand, ignition oscillations observed in
he oxidation of hydrogen are the result of kinetic competition
etween chain branching and chain termination, as concluded by
aulch et al. �3�. Another noted difference is that oscillatory igni-
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SR with mass flow rate ṁ=5 mg/s „top panel… and ṁ
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ion is stable as it relies entirely on the residence time being
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longer than the ignition delay of the combustible mixture in the
PSR. Combustion oscillation, on the other hand, is inherently un-
stable. A small perturbation in a reactor operating parameter could
either quench the reaction or force oscillations to decay to a
steady reacting condition.

The amplitude of combustion and hybrid oscillations is seen to
be extremely sensitive to the variation of reactor operating condi-
tions. Thus, while the causes for combustion and ignition oscilla-
tions may be identical among different fuels, specific oscillatory
properties are dependent on the nature of the combustible mixture
as well as the reactor operating conditions. The amplitude/
frequency of hydrogen ignition oscillations decreases/increases,
respectively, with an increase in the reactor wall temperature,
whereas the frequency follows a bell-shaped dependency with re-
spect to the residence time, as shown in Fig. 1.

Conclusions
The present study shows that combustion oscillations occur at

the extinction turning point in a PSR. The cause for these oscilla-
tions is the coupling of reaction heat release and heat dissipation
through the reactor wall. These oscillations are found to be un-
stable, which perhaps explains why they were never or rarely
experimentally observed. In the case of hydrogen oxidation in a
PSR, we demonstrated the existence of two other types of oscil-
lations, namely, hybrid oscillation and oscillatory ignition, all of
which could exist at or near the ignition turning point. Unlike the
unstable combustion oscillations, these ignition oscillations are
stable and are driven by detailed chemical kinetic effects.
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Modeling of Thermophysical
Processes in Liquid Ceramic
Precursor Droplets Heated by
Monochromatic Irradiation
A transient heat and mass transfer model is formulated to describe radiative heating of
ceramic precursor droplets in a nonconvective environment. Heating causes vaporization
of solvent from the droplet and concentration of the solute within the droplet leading to
precipitation of the solute. It is found that the temperatures within the droplets are fairly
uniform, but show different spatial profiles depending on the characteristics of solute
absorptivity and duration of radiative heating. Incident laser irradiance and wavelength
were found to play a significant role in the temperature profiles within droplets due to the
absorption characteristics of the solute and the solvent. Lower levels of incident laser
irradiation allows longer times for mass diffusion within a droplet leading to a gradual
increase of the solute concentration from its center to its surface. Based on an equilib-
rium homogeneous precipitation hypothesis, it is found that the droplets heated with low
laser irradiance tend to form thick precipitate shells as compared to those exposed to
higher irradiances and consequently faster rates of vaporization. Large droplets form
thin shells through surface precipitation, while small droplets may precipitate into shells
of varying thickness depending on the magnitude of irradiance. Comparisons with con-
vective heating in a high temperature plasma indicate that, with proper tuning of the
laser irradiance, similar internal temperatures and solute concentration distributions are
achievable. These modeling results suggest that different particle morphologies can be
obtained from processing of liquid ceramic precursor containing droplets by proper
tailoring of radiation parameters (wavelength and irradiance level).
�DOI: 10.1115/1.2908426�

Keywords: laser heating of droplets, TBC, plasma thermal spray process, ceramic
precursor
Introduction
High temperature processing of liquid droplets containing ce-

amic precursor salts has been utilized for generation of nano-
tructured powders �1,2� and thin ceramic coatings �3–5� utilizing
igh temperature oxyfuel flames and dc-arc plasmas. One of these
rocesses involves injection of liquid ceramic precursor contain-
ng droplets in the form of a spray into a dc-arc plasma jet and
eposition of ceramic coatings, such as yttria stabilized zirconia
YSZ� thermal barrier coatings �TBCs�. In the plasma thermal
pray process, precursor droplets undergo a series of thermophysi-
al and chemical transformations, as schematically shown in Fig.
. These include vaporization of solvent and increase in the con-
entration of the solute near the droplet surface, precipitation of
he solute salts in and around the vaporizing droplets, and other
hermophysical processes including precipitate shell drying, rup-
ure, or inflation. Modeling of the thermophysical processes lead-
ng to precipitate formation has been reported earlier by Ozturk
nd Cetegen �6� and Basu and Cetegen �7�. In these studies, heat
nd mass transport within droplets heated in a flame or plasma
nvironment were modeled to predict the evolution of temperature
nd solute concentration profiles within droplets. These results
ere then utilized in the context of a homogeneous precipitation
ypothesis to predict precipitate formation. In these studies, the
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ournal of Heat Transfer Copyright © 20
weakest part of the model is the employed precipitation hypoth-
esis. The available models assume homonucleation of precipitate
upon reaching a supersaturation concentration of the solute within
the droplet with precipitated regions extending throughout those
zones above the equilibrium saturation concentration. However,
classical nucleation theories have been found to be inadequate
�8–12� for prediction of precipitation onset in liquid systems. At-
tempts to improve homogeneous precipitation models have in-
cluded density functional approaches and considerations of het-
erogeneous precipitation models �10–12�.

Existing practical solute precipitation models in binary materi-
als systems assume homonucleation of the precipitate upon reach-
ing a supersaturation concentration regardless of heating rate ef-
fects. Such models have been developed for slow heating rates
and relatively low temperature processes, such as spray pyrolysis
�102–103 K /s�. Their validity is questionable at high heating rates
experienced in plasmas and oxyfuel flame processes that are of the
order of 105–106 K /s. Additionally, as a practical matter, the ex-
tremely hostile environment in a dc-arc plasma or an oxyfuel
flame is not conducive to interrogating the precipitation process in
situ. Because of these difficulties, simpler complementary experi-
mental and computational studies are needed to better characterize
the precipitation process in liquid precursor droplets. In this con-
text, it is possible to perform experiments where a single stream of
liquid ceramic precursor droplets is heated by infrared irradiation
while being simultaneously imaged to observe their precipitation
behavior. While differences in radiative and convective heating of
droplets can be expected, heating rates and temperature profiles

within droplets during radiative heating need to be explored to

JULY 2008, Vol. 130 / 071501-108 by ASME
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etermine if such experiments can provide useful information and
ata for the more complicated droplet processes encountered in
lasma and oxyfuel flame processing. It is therefore with this
otivation that we consider modeling of the radiative heating of

recursor droplets in this article.
We consider the spherically symmetric heating of zirconium

cetate containing water droplets by a CO2 laser. Parametric study
f the variation of laser power, initial solute loading, and initial
roplet size are presented in this article to investigate the experi-
ental conditions to be employed in an accompanying experimen-

al study. The absorption of laser irradiation by a liquid ceramic
recursor droplet has also been parametrically varied to under-
tand the role of droplet composition on the thermal and mass
ransport within the droplet. As a first step, homonuclear precipi-
ation hypothesis was employed to determine precipitation char-
cteristics that will be later compared to the results from the ex-
erimental study. Before we describe the developed model, a
eview of the literature for radiative heating of droplets is in order.

Heating of droplets by radiation has been extensively studied
y Drombosky and Sazhin �13� and Lage and Rangel �14�. They
ostly considered diesel fuel droplets heated by blackbody radia-

ion. Sazhin et al. �15� calculated the absorption efficiency of
hese droplets and devised empirical correlations to relate this key
arameter to droplet size. However, no effect of droplet composi-
ion on the absorption efficiency was considered in their work.
bramzon and Sazhin �16� reported a model of heat and mass

ransport in a droplet heated by blackbody radiation. In their work,
hey assumed homogenous absorption with a source function
alue of unity. Park and Armstrong �17� proposed a two dimen-
ional directional heating model of water droplets by a CO2 laser
ource. In this work, they established the fact that above a certain
ower threshold of the laser, droplets would undergo explosive
oiling. Park and Armstrong �17� also reported the effect of non-
niform source function on the thermal history of droplets. They
ound that, for moderate size droplets, the differences in tempera-
ure profiles for directional and spherically symmetric irradiation
re negligible for all practical purposes. Park and Armstrong’s
ork �17� did not consider a binary composition droplet and
ariation of composition and thus the variable absorption charac-
eristics within a droplet.

In the following, we first describe the monochromatic radiative
eating model for a bicomponent liquid precursor droplet and sub-
equently present and discuss the results of this study. The article

ig. 1 Solute containing droplet vaporization and precipitation
outes: „A… Uniform concentration of solute and volume pre-
ipitation leading to solid particles; „B… supersaturation near
he surface followed by „I… fragmented shell formation „low per-
eability through the shell, „II… unfragmented shell formation

high permeability…, „III… impermeable shell formation, internal
eating, pressurization, and subsequent shell breakup and
econdary atomization from the internal liquid; „C… elastic shell
ormation, inflation, and deflation by solid consolidation.
s concluded by a summary of the key findings.

71501-2 / Vol. 130, JULY 2008
2 Description of Radiative Droplet Heating Model
The binary �solute+solvent� droplets are assumed to be heated

in a spherically symmetric manner by irradiation that is absorbed
by the solute and/or solvent within a droplet. As heating contin-
ues, the solvent within the droplet vaporizes with simultaneous
reduction in droplet size and increase in the solute concentration.
The droplets are assumed to be composed of zirconium acetate
�solute� dissolved in liquid water �solvent� with initial zirconium
acetate mass fractions between 0.2 and 0.5. The radiation is ab-
sorbed by the water-based salt solution giving rise to volumetric
heat addition within the droplet. The thermal model is based on
continuum transport and equilibrium thermodynamics as it is ap-
propriate for radiative heating conditions similar to those occur-
ring in flame and plasma processing of droplets. Nonequilibrium
conditions that may prevail under very rapid heating rates such as
those encountered in pulsed laser heating of droplets need to be
handled differently and the present model is not intended for such
rapid heating conditions. Chemical kinetics of the binary solution
studied in this article is complicated and not well understood from
the evidence available in the literature �1–5�, especially at high
heating rates. Hence, for simplistic analysis, chemical kinetics is
ignored in the model.

The conservation of solute mass and energy for a droplet sub-
jected to radiative heating can be written as

LeLr̄s
2��̄

��
− 0.5LeL

drs

dt
�

��̄

��
=

1

�2

�

��
��2 ��̄

��
� �1�

r̄s
2�T̄

��
− 0.5

drs

dt
�

�T̄

��
=

1

�2

�

��
��2 �T̄

��
� + r̄s

2Q̇r��� �2�

where the following dimensionless quantities were employed: r̄s

=r /ro, �=�Lt /ro
2, �=r /rs, �̄= ��−�o� /�o, and T̄= �T−To� /To,

where ro is the initial radius, �L is the liquid thermal diffusivity, t
is the time, rs is the droplet surface radius, T is the temperature
with To being the initial value and correspondingly � being the
solute mass fraction with �o being its initial value. LeL is the

liquid phase Lewis number. Q̇r��� or Q̇r�r� is the radiation ab-
sorbed per unit volume at different radii of the droplet.

The initial and boundary conditions can be written as

��̄

T̄
��� = 0� = 0 and 	 �

��
��̄

T̄
�	

�=0

= 0 and

	 �

��
��̄

T̄
�	

�=1

=

ṁ

4�rs�LDs�z,o

Q̇L

4�rskLTo

� �3�

where kL is the liquid conductivity, �L is the liquid density, Ds is

the mass diffusivity of solute in solvent, and Q̇L is the heat trans-
ferred from the droplet surface to the gas phase by conduction and
convection. It also includes the latent heat of vaporization of the
solvent �6�. The change in the droplet radius is given by �6�

drs

dt
= −

ṁ

4��Lrs
2 �4�

where ṁ is the mass rate of vaporization, �L is the liquid density,
and rs is the radius of the droplet. The mass vaporization rate ṁ is
obtained from the vapor and liquid phase analyses. The mass va-
porization rate can be calculated from heat and mass transfer rates
at the droplet surface as �6�

˙ *
m = 2��gDvarsSh ln�1 + BM� �5�
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ṁ = 2�
kg

CP,F
rsNu* ln�1 + BT� �6�

here Dva is the diffusivity of the vapor in the ambient air while
P,F is the average heat capacity of the vapor near the droplet

urface. BM and BT are Spalding’s mass and heat transfer num-
ers. In Eqs. �5� and �6�, the Nusselt number Nu* and Sherwood
umber Sh* are based on the nonvaporizing sphere, but modified
or the vaporization effects because of the varying film thickness
round the droplet �6�. The mass vaporization rate ṁ cannot be
xplicitly calculated since the Spalding heat and mass transfer
umbers, BT and BM, include the droplet surface temperature and
apor mass fraction that are determined as a part of the coupled
iquid phase solution. These equations are supplemented with the
lausius–Clapeyron equation and Raoult’s law to determine the
ass vaporization rate, surface temperature, and surface vapor

oncentration, as described in Ref. �6�. The surface temperature
nd mass vaporization rate are then used as boundary conditions
n the solution of the conservation of energy and species equations
n the liquid phase.

The heat flux Q̇L in Eq. �3� is given by

Q̇L = ṁ�Cp,v
�T� − Tsurface�

BT
− hlv �7�

he modified Sherwood number and Nusselt number are the same
s Ref. �6� except that the Reynolds number is zero because there
s no relative motion between the droplet and the ambient.

For spherically symmetric irradiation, radiation absorption per
nit volume is given by

Q̇r�r� = 3w�r�ro
2Q̇rad,total/�4�rs

3klTo� �8�

here w�r� is the source function and Q̇rad,total is the total radiation
bsorbed by the droplet. The total radiation absorbed by the drop-

et �15� is given by Q̇rad,total=�rs
2ĀĪ, where Ā is the average ab-

orption efficiency factor of the droplet fluid and Ī is the average
rradiance.

The absorption efficiency factor A of the droplet is given by
bramzon and Sazhin �16�

A =
4n

�n + 1�2 �1 − exp�− 2rsk��� �9�

here n is the index of refraction and k� is the absorption coeffi-
ient of the droplet, which varies at different radial locations de-
ending on the droplet composition. The average absorption effi-

iency used for calculating Ā is given by

Ā =

�
0

rs 4n

�n + 1�2 �1 − exp�− 2rsk��r���2�rdr

�rs
2 �10�

or evaluation of Ā, it is essential to know the variation of k� with
omposition � as a function of the radius. At each time step, k� is
alculated as a function of solute concentration �calculated at the
revious time step� from the experimental data as a function of

adial location. Ā is calculated from Eq. �10� and from the known
adial variation of k�.

In many of the studies in the literature, the source function is
ssumed to be homogeneous with a constant value of unity. How-
ver, in the current work, the distribution of the absorbed energy
rad,total at different radial locations within the droplet can be ef-
ectively modeled by the source function given by

ournal of Heat Transfer
w�r� =
k��r�
k�,av

�11�

where k��r� is the absorption coefficient at a particular radial lo-
cation while k�,av is the averaged absorption coefficient for the
entire droplet at any time instant. It should be noted that both the
source function and the averaged absorption coefficient are tran-
sient in nature and depend on the solute concentration as well as
the instantaneous droplet size. The source function so determined
is termed as “var-abs” for variable absorption in Sec. 3, since it
incorporates the variable absorptivity within the droplet. In order
to assess the effect of constant and variable source functions,
simulations were also carried out for the constant source function
given by w�r�=1. This case is referred to as the constant absorp-
tion source function abbreviated as “const-abs” in the rest of this
article.

Park and Armstrong �17� used a different representation for
Qr�r� given by

Q̇r�r� =
4�I Re�n�Im�n�w�r�

�0
�12�

where Re�n� and Im�n� are the real and imaginary parts of the
refractive index and �0 is the wavelength of the incident laser
beam. A sample case is reported later in Sec. 3 for the purpose of
comparison with this model for water droplets irradiated by a CO2
laser. In all the results reported in the next section, variable ab-
sorption source function was employed unless otherwise stated.

The average incident irradiance onto a droplet is denoted by

symbol Ī and has units of W /m2. The incident irradiance Ī is
nondimensionalized as

I* =
Ī�heating�4�ro

2�

hlv�l�4

3
�ro

3� �13�

where �heating is the heating time scale and 4�ro
2 and 4�ro

3 /3 are
the surface area and volume of a spherical droplet, respectively.
This quantity gives ratio of the total heat incident on a droplet to
the latent heat for vaporization of that droplet. Relating the time
scale of heating to the thermal diffusivity of the liquid in the
droplet as �heating=ro

2 /�l, it can be written as

I* =
3roĪ

hlv�l�l
�14�

The two levels of irradiance used in the calculations were Ī=5
106 W /m2 and 107 W /m2. The corresponding values of I* calcu-
lated for a fixed droplet radius of ro=10 	m were 0.469 and
0.938. These are the values reported throughout the body of this
article. It should be noted that the irradiances were fixed at these
two values and did not vary with droplet diameter in the reported
results with ro=10 	m being used as a reference value.

3 Results and Discussion
In this section, we first test the described model against the data

reported in the literature and then utilize the model to predict the
internal droplet temperature and solute concentration profiles for a
range of droplet diameters, initial solute concentrations, and irra-
diances.

Figure 2 shows the comparison of the results from the devel-
oped model with those of Park and Armstrong �17� at an average
value of Qr�r�=3.5
1011 W /m3 at a wavelength of 10.6 	m for
a 20 	m diameter water droplet. It is seen that the normalized
temperature distributions within the droplet compare well in mag-
nitude at three time instants during heating. Early on, the tempera-
ture within the droplet is higher near the droplet surface and at
later instants the droplet center becomes hotter than the outer edge

due to the surface vaporization. The differences near the droplet

JULY 2008, Vol. 130 / 071501-3
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enter are principally due to the directional nature of laser heating,
s modeled by Park and Armstrong �17�. This comparison clearly
llustrates that, for low power laser heating, the difference be-
ween spherically symmetric and nonsymmetric heating is negli-
ible for moderate droplet sizes.

In modeling radiative heating of liquid droplets, the absorption
oefficient of the liquid plays an important role in determining the
ate of volumetric heat addition. The absorption coefficient in
ost of the previous studies is assumed to be constant within the

roplet, a suitable assumption for pure liquid droplets. However,
his assumption is no longer valid for binary droplets containing
wo miscible fluids �solute and solvent�. For example, with vapor-
zation from the droplet surface, solute concentration progres-
ively increases near the droplet surface, creating a radial concen-
ration gradient. If the solute and solvent absorption coefficients
re different, this would lead to a radial variation of absorptivity.
or the droplet fluids of interest in this study, namely, water �sol-
ent� and zirconium acetate �solute�, the absorption coefficients
ere measured utilizing Fourier transform infrared �FTIR� spec-

roscopy. Samples of different concentration solutions were pre-
ared and placed in narrow quevettes and the absorption spectra
ere measured to determine the absorption coefficients. Figure 3

hows the absorption coefficients of zirconium acetate solutions at
wo wavelengths of 10.6 	m and 6.9 	m as a function of zirco-
ium acetate mole fraction in water. The 10.6 	m wavelength
orresponds to that of the CO2 laser, which has a high absorptivity

ig. 2 Comparison of directional laser heating model of Park
nd Armstrong †17‡ with the spherically developed symmetric
eating model with Q„r…=3.5Ã1011 W/m3 for a 20 �m water
roplet

ig. 3 Variation of absorption coefficient of zirconium acetate
olution at 942 cm−1

„10.6 �m… and at 1446 cm−1
„6.9 �m… as a
unction of the mole fraction of zirconium acetate

71501-4 / Vol. 130, JULY 2008
for water. At 6.9 	m wavelength, zirconium acetate shows a sig-
nificant absorption peak, which is absent for water. The absorption
coefficient increases by a factor of 2 from pure water to pure
zirconium acetate. The reverse trend is observed for 10.6 	m
wavelength where the absorption coefficient decreases by only
20% from pure water to pure zirconium acetate.

Two different source functions and absorption coefficient varia-
tions were used to study the dependence of thermal and species
concentration histories of the droplets. The const-abs refers to a
source function value of unity with constant absorption coefficient
of 9.9
102 cm−1 throughout the droplet. The var-abs refers to a
varying absorption coefficient throughout the droplet based on the
local concentration of solute in the radial direction. The source
function incorporates this variation by the ratio of absorption co-
efficient at any radius to the average concentration of solute
throughout the droplet. The absorption efficiency factor is calcu-
lated based on the averaged absorption coefficient at each time
step. In both the const-abs and the var-abs cases, there is no geo-
metric effect on the source function. It is seen from Fig. 4 that,
after identical time of 0.5 ms, the var-abs and the const-abs cases
are similar with respect to the solute concentration and tempera-
ture profiles for a laser power of I*=0.469 at a wavelength of
10.6 	m. The const-abs case shows a slightly higher solute con-
centration near the surface. The temperature in the const-abs case
is also marginally higher than the var-abs case. This is because the
surface absorption is hindered by variable absorption due to the
abundance of solute near the droplet surface. This leads to less
amount of radiation being absorbed near the droplet periphery
resulting in a lower temperature rise and lower vaporization rate.
Because of the slower rise of the solute concentration near the
droplet surface, the droplet surface will reach the supersaturation
concentration at longer times. This along with more uniform sol-
ute concentrations within the droplet due to the mass diffusion
will lead to precipitation of larger regions in the droplet for the
case of variable absorption �var-abs�. All of the following results
presented are based on the variable absorption within droplets.

It is important to compare the solute concentration and tem-
perature profiles for radiative heating at two different wavelengths
from the perspective of the different absorption behaviors of the
solute and the solvent. While one of the considered wavelengths is
the 10.6 	m corresponding to CO2 laser irradiation, the other is
6.9 	m corresponding to a strong absorption peak for the solute
�zirconium acetate�. It is known from Fig. 3 that the absorption
coefficient of the droplet at 6.9 	m is significantly greater than
the absorption coefficient at 10.6 	m. Higher absorption coeffi-
cient leads to higher heat absorption rate for identical laser power
leading to enhanced heating. This is clearly seen in Fig. 5�a� by
the higher droplet temperatures recorded for the 6.9 	m irradia-

*

Fig. 4 Effect of source function on the radial distribution of
temperature and solute concentration of a 10 �m diameter
droplet after 0.5 ms of heating at an irradiance of I*=0.469 at
10.6 �m wavelength
tion compared to the 10.6 	m for an irradiance level of I

Transactions of the ASME
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0.469 for a 20 	m droplet after 0.5 ms. Similarly, faster heating
ate implies faster evaporation and lower heating time prior to
recipitation. This is seen by the higher solute concentration gra-
ients at 6.9 	m radiation. At 10.6 	m, the slope of the solute
oncentration profile after identical heating period is slightly
ower.

Figure 5�b� shows that just prior to precipitation, which is taken
s the time it takes for the solute mass fraction to reach a value of
.95, the droplets heated at 6.9 	m wavelength exhibit higher
emperatures compared to the 10.6 	m irradiation case. The drop-
ets irradiated at 10.6 	m, however, show more uniform solute
oncentration due to the larger time available for the mass diffu-
ion to take place. Thus, the heating at 6.9 	m is accompanied by
igher temperature rise and sharper solute concentration varia-
ions. It suggests a higher propensity toward surface precipitation
ith formation of thinner shells as compared to the results for the
0.6 	m irradiation.
The magnitude of laser irradiance incident on a droplet has a

irect influence on the heating rate of that droplet. Adjustment of
he laser irradiance offers the flexibility to study solute precipita-
ion over a wide range of heating rates. Figure 6�a� shows the
istributions of droplet temperature and solute concentration for
wo levels of irradiation, I*=0.469 and 0.938 at a wavelength of
0.6 	m for a 10 	m droplet. After 0.5 ms of heating, higher
rradiance exhibits a temperature rise to 391 K, which is 20 K
igher than the temperature of the droplet irradiated at half of that
rradiance. It is seen that doubling the irradiance leads to a greater
emperature rise in the same time interval. The species concentra-
ion profiles show that higher irradiance leads to precipitation in
ess than 0.5 ms, assuming that precipitation is triggered at a value
f �Zr,sup-sat=0.95. The surface concentration of the droplet heated
t low irradiance of I*=0.469 reaches only a mass fraction level
f 0.59. However, at I*=0.469, the droplets have longer residence

ig. 5 Comparison of radial distributions of temperature and
pecies concentration of 10 �m diameter droplets at wave-

engths of 10.6 �m and 6.9 �m after „a… 0.5 ms and „b… prior to
recipitation for I*=0.469. �precipitation=1.2 ms „I*=0.469,
0.6 �m… and 0.95 ms „I*=0.469, 6.9 �m….
ime to reach the supersaturation limit at the surface and attain a

ournal of Heat Transfer
more uniform solute concentration distribution, as shown in Fig.
6�b�, where the simulation was continued until supersaturation
limit was reached at the droplet surface. The center of the droplet
for I*=0.938 practically remains unaffected at the initial solute
mass fraction value of 0.2 as the droplet surface reaches the su-
persaturation concentration.

One of the motivations for this study was to investigate the
similarity between the radiative and the convective heating of
droplets to determine if the solute precipitation characteristics can
be studied for radiative heating and be extrapolated to the convec-
tive heating in a plasma. For 10 	m droplets, it is observed in Fig.
7 that the solute concentration profiles for plasma and laser heat-
ing after 1.2 ms of heating time are almost identical. For the
plasma heating, droplets were assumed to be axially injected into
a high temperature plasma jet with an exit temperature of 104 K,
as reported earlier �6,7�. In this case, the droplets experience rapid
convective heating due to the large velocity difference between
the droplets and the plasma gases. The temperature profile in the
case of radiative heating is different than the plasma heating due
to the volumetric nature of radiative heating. However, it is ob-
served that the maximum temperature differences between the two
heating modes are within 5 K and this suggests that, with careful
choice of irradiance levels, almost identical temperature and sol-
ute concentration profiles can be attained.

Figure 8 shows the solute mass fraction and temperature distri-
butions for a 5 	m diameter droplet at two different levels of
irradiation. It is found that the solute concentrations rise to higher
values in small droplets and tend to exhibit volumetric precipita-
tion as found in the plasma and oxyfuel flame simulations. At low

Fig. 6 Effect of irradiance on the radial distribution of tem-
perature and solute concentration of a 10 �m droplet after „a…
0.5 ms of heating and „b… prior to precipitation at 10.6 �m
wavelength. �precipitation=0.5 ms „I*=0.938… and 1.2 ms „I*
=0.469….
irradiances, slower heating leads to higher mass diffusion and

JULY 2008, Vol. 130 / 071501-5
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ore uniform solute concentration distributions within the drop-
et. For small droplets, mass diffusion length scales is comparable
o the droplet radius and as such the solute concentration increases
elatively uniformly throughout the droplet. The temperature pro-
les show similar shapes but exhibit a temperature difference of
bout 10 K. This is expected because of the twofold increase in
olumetric heat addition.

The results presented so far suggest that small droplets �5 	m
iameter or smaller� exhibit more uniform increase of solute con-
entration and temperature within droplets regardless of the irra-
iation levels. However, for comparatively larger droplets, such as
0 	m diameter, the lower heating rate leads to delayed precipi-
ation time but a more uniform solute concentration profile. This
uggests that the precipitate morphology will depend not only on
he heating rate but also on the droplet size.

For larger droplets around 20 	m in diameter, the solute con-
entration rises in a thin region near the droplet surface, as shown
n Fig. 9�a�. The rise is much greater for the higher irradiance and
his type of concentration profile is expected to lead to a thin
recipitate shell formation. For an irradiance of 0.938, the droplet
ould precipitate after 0.3 ms based on homogeneous precipita-

ion hypothesis. For these droplets, a temperature difference of
0 K is found between the low and high irradiances after 0.3 ms
f heating. Figure 9�b� compares the high and the low power
adiative heating just prior to precipitation. It is seen that the
igher power induces 8–10 K temperature increase in comparison
o the low power, but the solute concentration profiles look very
imilar for both the cases, particularly when compared with those

ig. 7 Comparison of radial distributions of temperature and
pecies concentration of 10 �m droplets prior to precipitation
lasma heating and radiative heating at 1.2 ms

ig. 8 Radial distribution of temperature and species concen-
ration of 5 �m droplets prior to precipitation for variable ab-
orption coefficient for two different irradiances of I*=0.469
nd 0.938. �precipitation=0.56 ms „I*=0.938… and 1.23 ms „I*

0.469….

71501-6 / Vol. 130, JULY 2008
for a 10 	m diameter droplet shown in Fig. 6. Figure 9 shows
that, for large droplets, the time needed for solute to diffuse
greater distances into the droplet center is much larger than the
time for the surface concentration to reach supersaturation limit.
Therefore, a decrease of heating rate by a factor of 2 does not still
allow sufficient time for the solute to diffuse any appreciable dis-
tance into the droplet core at the time of precipitation.

Another important parameter in droplet heating is the influence
of the initial solute concentration level on the evolution of con-
centration profile during heating. Figure 10 shows the results for a
10 	m droplet heated at I*=0.469 for three different initial solute
mass fractions of 0.2, 0.4, and 0.5. It is readily seen that all the
solute concentration profiles are similar except that they are offset
from one another due to the difference in initial solute mass frac-
tion. Temperature profiles are very similar with maximum devia-
tions of only 5 K. These results indicate that the initial solute
concentration level influences the onset of precipitation by pre-

Fig. 9 Radial distribution of temperature and species concen-
tration of 20 �m droplets after „a… 0.4 ms and „b… prior to pre-
cipitation for variable absorption coefficient for irradiances of
I*=0.469 and 0.938. �precipitation=0.43 ms „I*=0.938… and 1.1 ms
„I*=0.469….

Fig. 10 Radial distributions of temperature and species con-
centration of 10 �m diameter droplet for different initial solute

*
levels at irradiance of I =0.469 after 0.5 ms

Transactions of the ASME
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ominantly offsetting the solute concentrations throughout the
roplet in proportion to their initial values. Similar results are
ound for 20 	m droplets in Fig. 11 for different initial solute
oadings. The temperatures for all the solute loading levels exhibit

difference of only 7 K. The solute concentration variation is
onfined to a surface layer of about 10% of the radius for this
arger droplet size. It is anticipated that the thickness of the pre-
ipitate shell will increase with increasing initial solute mass frac-
ion.

A 100 	m diameter droplet was studied to determine the be-
avior at large diameter limit. It was found that precipitation in
uch a droplet is extremely hard to achieve at these heating rates
sed, as shown in Fig. 12. The temperature at the droplet center
ises to 430 K for irradiance level of I*=0.938 due to the higher
olumetric absorption of radiation by the droplet. The solute con-
entration shows a sharp rise very near the surface with the drop-
et core remaining at the initial solute level. It is expected that
rolonged heating of the 100 	m droplets may lead to tempera-
ures in the droplet core exceeding the superheat limit of 600 K.
his phenomenon will lead to bubble formation and explosive
reakup of the droplet. Precipitation in such droplets is predicted
o only happen for low levels of irradiation with prolonged heat-
ng time.

The normalized shell thickness for all values of initial solute
oading shows a monotonic decay with increasing droplet radius,
s shown in Fig. 13. In fact, for droplets of size greater than
0 	m, all the initial solute loadings are likely to produce similar
hell thicknesses relative to the droplet diameter. Figure 14 shows
he effect of irradiance on the predicted shell thickness. It is seen
hat decreasing the laser power facilitates formation of thicker
hells for moderate droplet sizes.

ig. 11 Radial distributions of temperature and species con-
entration of 20 �m diameter droplet for different initial solute

evels at an irradiance of I*=0.469 after 0.5 ms

ig. 12 Radial distributions of temperature and species con-

entration of 100 �m diameter droplet after 0.125 ms

ournal of Heat Transfer
4 Conclusions
A computational study is presented for the radiative heating of

individual precursor droplets and prediction of their precipitation
behavior. In spite of the differences in radiative and convective
heating of droplets, heating rates and temperature profiles within
the droplet during radiative heating have sufficient similarities to
those convectively heated droplets in plasmas and flames. This
study hence serves as a proof-of-concept for experiments to study
the precipitation kinetics and morphology of different size drop-
lets with different solute levels under rapid heating conditions.
The work presented in this article highlights the fact that with
careful choice of radiation intensity, similar time scales of heating
are achievable with similar solute concentration profiles within
droplets. It is found that lower irradiances combined with longer
heating times promote formation of thicker precipitate shells.
Small droplets less than 5 	m tend to volumetrically precipitate
even for high irradiances, while the larger droplets are expected to
undergo surface precipitation. Droplets around 10 	m in size
show propensity to precipitate into shell sizes of varying thick-
nesses that is dependent on the irradiation level. Droplets of
20 	m in size form thin shells and do not exhibit much depen-
dence on irradiance levels.
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Nomenclature
A � absorption efficiency factor

Ā � average absorption efficiency factor
BM � Spalding mass transfer number, BM = ��v,�

Fig. 13 Variation of shell thicknesses for different droplet di-
ameters and initial solute concentrations for an irradiance of
I*=0.938

Fig. 14 Variation of shell thicknesses for different droplet di-
ameters for two values of irradiance, for �Zr,i=0.2
−�v,s� / �1−�v,s�
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0

BT � Spalding heat transfer number, BT=Cp,v�T�

−Ts� / �hlv−QL / ṁ�
Cp � specific heat
Ds � mass diffusivity of zirconium acetate into

water
Dva � mass diffusivity of solvent into ambient
hlv � latent heat of vaporization for liquid

Ī � average intensity of radiation �W /m2�
I* � nondimensional intensity of radiation

Im�n� � imaginary part of refractive index
k � thermal conductivity

k� � absorption coefficient of the droplet
k�,av � average absorption coefficient for the entire

droplet at any time instant
Le � Lewis number, Le=� /Ds
ṁ � mass flow rate at the droplet surface due to

vaporization
n � index of refraction

Nu* � Nusselt number corrected for surface blowing
Pr � Prandtl number, Pr=� /�

Q̇r�r� � radiative heat absorbed in the droplet

Q̇L � heat transfer from the droplet surface due to
vaporization �no irradiance�

Q̇rad,total � total absorption of radiation per unit volume
rs � instantaneous outer radius of the droplet
r̄s � nondimensional radius of the droplet, r̄s=rs /r0

Re�n� � real part of refractive index
Sh* � Sherwood number corrected for surface

blowing
t � time

T � temperature

T̄ � nondimensional temperature, T̄= �T−T0� /T0
� � mass fraction in the before precipitation regime

�s � mass fraction in the liquid core after precipita-
tion regime

�̄ � nondimensional mass fraction, �̄= ��−�0� /�0
w�r� � source function

� � nondimensional radial coordinate, �=r /rs
� � kinematic viscosity
� � density
� � nondimensional time, �=� t /r2
L 0
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Subscripts
0 � initial value
l � liquid phase
v � vapor phase
� � far field
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Laminar Filmwise Condensation
on Horizontal Disk Embedded in
Porous Medium With Suction at
Wall
This study performs a theoretical investigation into the problem of two-dimensional
steady filmwise condensation flow on a horizontal disk embedded in a porous medium
layer with suction at the disk surface. The analysis considers the case of a water-vapor
system and is based on typical values of the relevant dimensional and dimensionless
parameters. Due to the effects of capillary forces, a two-phase zone is formed between the
liquid film and the vapor zone. The minimum mechanical energy concept is employed to
establish the boundary condition at the edge of the horizontal disk and the Runge–Kutta
shooting method is used to solve the second-order nonlinear ordinary differential equa-
tion of the liquid film. It is found that the capillary force and wall suction effects have a
significant influence on the heat transfer performance. Specifically, the results show that
the dimensionless heat transfer coefficient depend on the Darcy number Da, the Jacob
number Ja, the effective Rayleigh number Rae, the effective Prandtl number Pre, the
suction parameter Sw, and the capillary parameter Boc. �DOI: 10.1115/1.2909075�

Keywords: wall suction, filmwise condensation, porous medium
ntroduction
The problem of laminar film condensation on a vertical or

early vertical wall was first analyzed by Nusselt �1� under the
ssumptions that the condensate film was thin, the convective and
nertial effects were negligible, and the temperature profile within
he liquid film was linear. Following the publication of Nusselt’s
riginal analysis in 1916, many researchers, including Rohsenow
2�, Sparrow and Gregg �3�, Chen �4�, Koh �5�, and Merte �6�,
mproved the accuracy of the laminar film condensation solutions
y removing the original overly restrictive assumptions. Recently,
he effects of condensation parameters, such as surface roughness
nd condensation pressure, were investigated by Mohamed �7�
nd Jiang et al. �8�, respectively. The problem of condensation on
he upper surface of a horizontal plate was first studied by Nimmo
nd Leppert �9,10�. However, in their studies, the thickness of the
lm condensate layer at the plate edge was either assigned an
ssumed value or was specified by a particular boundary condi-
ion. Chiou and Chang �11� considered laminar film condensation
n a horizontal disk and employed the minimum mechanical en-
rgy concept �12� to establish the boundary condition at the disk
dge. For the cases with suction at the wall, Jain and Bankoff �13�
olved the problem of condensation along a vertical tube with a
niform suction velocity. Similarly, Yang �14� investigated the ef-
ects of uniform suction on laminar film condensation along a
ertical porous wall. Yang and Chen �15� and Chiou and Chang
16� examined the influence of a uniform wall suction velocity on
aminar film condensation on a finite-size horizontal plate and
orizontal disk, respectively. The results of Refs. �13–16� indi-
ated that wall suction effects significantly enhance the condensa-
ion heat transfer performance.

The problem of heat and mass transfer in a porous medium has
eceived extensive attention due to its wide range of potential
pplications. For example, condensation in a porous medium finds

Contributed by the Heat Transfer Division of ASME for publication in the JOUR-

AL OF HEAT TRANSFER. Manuscript received March 29, 2007; final manuscript re-
eived September 26, 2007; published online May 19, 2008. Review conducted by S.

. Sherif.

ournal of Heat Transfer Copyright © 20
many important applications in the fields of waste disposal, heat
pipe design, geothermal energy utilization, and thermally en-
hanced oil recovery processes. Cheng et al. �17,18� used the
Darcy model to analyze the problem of a downward condensate
flow along a cool inclined surface in a porous medium. Liu et al.
�19� supplied a similarity solution for film condensation in a po-
rous medium with a lateral mass flux. Char et al. �20� investigated
the problem of a mixed convection condensate flowing along a
vertical wall in a porous medium. Recently, Wang et al. �21� in-
vestigated film condensation on a horizontal wavy plate in a po-
rous medium. The results showed that the condensation heat trans-
fer coefficient was enhanced at higher values of the wave number
and amplitude of the wavy surface.

In general, the theoretical investigations described above ne-
glected the effects of capillary forces in the porous medium. How-
ever, in practical problems concerning condensation in a porous
medium, the effective pore radii are very small. Consequently, the
capillary forces have a significant influence on the heat transfer
performance, and must therefore be taken into consideration.
Udell �22,23� performed a series of theoretical and experimental
investigations of a sand-water system to examine the effect of
capillary forces on heat transfer in porous media saturated with
both vapor and liquid phases. Majumdar and Tien �24� studied the
effect of capillary forces on film condensation on a vertical wall.
Bridge et al. �25� investigated one-dimensional steady-state con-
densation heat and mass transfer in a two-phase zone by adding an
energy equation to the system considered by Udell �22�. More
recently, Chang �26,27� investigated the effects of surface tension
on laminar film condensation on the different horizontal surfaces
embedded in a porous medium.

Chiou and Chang �11� and Yang et al. �28� demonstrated that
the heat transfer performance of a horizontal disk is better than
that of a horizontal plate because the condensated liquid spreads
over a wider area and therefore has a reduced thickness. Further-
more, as stated above, previous studies �13–16� reported that wall
suction effects significantly enhance the condensation heat trans-
fer performance. Accordingly, the present study investigates lami-

nar film condensation on a horizontal disk embedded in a porous

JULY 2008, Vol. 130 / 071502-108 by ASME
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edium with suction at the wall. To examine the effects of the
apillary forces induced by the porous medium, this study em-
loys the principles of capillary pressure and two-phase zones in
he liquid flow analysis. In addition, the minimum mechanical
nergy concept is employed to establish the film thickness at the
isk edge. Taking the case of a water-vapor system for illustration
urposes, the dimensionless heat transfer coefficient is then solved
or various values of the Darcy number Da, Jacob number Ja,
ffective Rayleigh number Rae, effective Prandtl number Pre, cap-
llary parameter Boc, and suction parameter Sw.

nalysis
This study considers a horizontal disk with wall temperature Tw

mbedded in a porous medium filled with a dry vapor, as shown in
ig. 1. The vapor is assumed to be pure and to be at a uniform

emperature Tsat. If the wall temperature Tw is lower than the
aturation temperature Tsat, and the liquid ideally wets the disk
urface, a film of condensate will be formed on the surface of the
isk. Moreover, capillary forces result in the formation of a two-
hase zone between the condensate film and the pure vapor zone.
o enhance the condensation heat transfer performance, a uniform
uction is applied to the disk surface to remove the condensate at
constant suction velocity vw.
Under steady-state conditions, the thickness of the liquid film

oundary layer will be greatest at the center of the disk and will
radually taper toward its minimum thickness at the disk edge.
he current analysis makes the following assumptions:

1. The condensate flow is steady and laminar.
2. The inertia within the film is negligible �i.e., a creeping film

flow is assumed�.
3. The wall temperature and vapor temperature are uniform

and remain constant.

ig. 1 Condensate film flow on horizontal disk in porous me-
ium with suction at wall
4. The kinetic energy of the film flow is negligible.
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5. The liquid film in the porous medium is governed by Dar-
cy’s law.

6. The properties of the porous medium, dry vapor, and con-
densate remain constant.

Under these assumptions, the governing equations of the liquid
film with boundary layer simplifications can be expressed as fol-
lows.

In continuity equation,

1

r

��ru�
�r

+
�v
�z

= 0 �1�

where u and v are the Darcian velocity components in the r- and
z-directions �see Fig. 1�, respectively.

Based on the Darcy model, the momentum equation along the
r-direction is given by

0 = −
�P

�r
−

�e

K
u �2�

where P is the static pressure within the liquid film, and �e and K
are the effective dynamic viscosity and the intrinsic permeability
of the porous medium saturated with liquid, respectively.

Meanwhile, the momentum equation along the z-direction has
the form

0 = −
�P

�z
− �g �3�

The energy equation is given by

u

r

��rT�
�r

+ v
�T

�z
= �e

�2T

�z2 �4�

where �e is the effective thermal diffusivity of the porous medium
saturated with liquid.

Integrating Eq. �3�, and imposing the boundary condition P
= Psat at z=�, the static pressure equation in the liquid film is
shown to be

P = Psat + �g�� − z� �5�

where � is the thickness of the liquid film and Psat is the saturated
pressure of the dry vapor.

Substituting Eq. �5� into Eq. �2�, the velocity profile in the
r-direction can be derived as

u = −
�gK

�e

d�

dr
�6�

The first law of thermodynamics and the mass conservation
equation are considered to be coupled in the governing equations.
Therefore, the overall energy balance in the liquid film can be
written as

d

dr��
0

�

�u�hfg + Cp�Tsat − T��2�rdz�dr + �hfg2�rdr�v2�z2=0

+ ��hfg + Cp�T�vw2�rdr =
ke�T

�
2�rdr �7�

where Cp is the specific heat at constant pressure, hfg is the latent
heat of the condensate, �T is the reference temperature difference
between the saturation temperature of the dry vapor Tsat and the
disk surface temperature Tw, and ke is the effective thermal con-
ductivity of the porous medium saturated with liquid.

The right hand side of Eq. �7� represents the total energy trans-
fer from the liquid film to the solid disk. Meanwhile, the first term
on the left hand side gives the net energy flux across the liquid
film �from r to r+dr�, the second term describes the net energy

transferred into the two-phase zone via capillary forces, and the
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hird term indicates the net energy sucked from the permeable
isk. Hence, only the capillary suction velocity ��v2�z2=0� of the
wo-phase zone is unknown.

Udell �22� reported that the capillary suction velocity in the z2
irection in the two-phase zone increases with an increasing cap-
llary pressure gradient and is given by

v2 =
KKrl

�e
	 �Pc

�z2
− �g
 �8a�

here

Krl = s3 �8b�

Pc =
�

�K/�
f�s� �8c�

f�s� = 1.417�1 − s� − 2.120�1 − s�2 + 1.263�1 − s�3 �8d�

here s is the dimensionless saturation parameter and has a value
f

s = 1 at z2 = 0 �8e�
At the interface between the two-phase zone and the liquid film,

he mass continuity equation has the form

1

r
���ru2�

�r
�

z2=0
+� �v2

�z2
�

z2=0
= 0 �9�

here subscript 2 indicates properties of the two-phase zone. Note
hat u2 and v2 are the velocity components in the r- and
-directions, respectively, and z2=0 corresponds to the interface
etween the two-phase zone and the liquid film.
At this interface, the no slip condition can be written as

ournal of Heat Transfer
�u2�z2=0 = �u�z=� �10a�

or

1

r
���ru2�

�r
�

z2=0
=�1

r

��ru�
�r

�
z=�

�10b�

Substituting Eq. �6� into Eq. �10b� yields

1

r
���ru2�

�r
�

z2=0
= −

1

r

�gK

�e

d

dr
	r

d�

dr

 �10c�

Substituting Eqs. �8b�–�8e� into Eq. �8a�, the capillary suction
velocity of the two-phase zone, v2, can be expressed as

v2 =
K

�e
s3	 �

�K/�
f�

�s

�z2
− �g
 �11�

Substituting Eqs. �10c� and �11� into Eq. �9�, the mass continuity
equation can be rewritten as

−
1

r

�gK

�e

d

dr
	r

d�

dr

 +�K

�e
� �

�K/�
s3f �	 �s

�z2

2

+ 3s2f�	 �s

�z2

2

+ f�s3�2s

�z2
2� − 3�gs2	 �s

�z2

��

z2=0

= 0 �12�

According to the results of Majumdar and Tien �24� and Bridge
et al. �25�, the saturation profiles near the interface of the two-
phase zone and the liquid film are approximately linear and can be
expressed as

�2s

�z2
2 = 0 at z2 = 0 �13�

Substituting Eq. �13� into Eq. �12�, the saturation gradient at the

interface of the two-phase zone can be written as
� �s

�z2
�

z2=0
=�3�gs2 +��3�gs2�2 + 4�s3f � + 3s2f��

�g�

�K/�
1

r

d

dr
	r

d�

dr



2
�

�K/�
�s3f � + 3s2f�� �

z2=0

�14�

ubstituting Eq. �14� into Eq. �11�, the velocity of the liquid leaving the liquid film and entering the two-phase zone via capillary effects
an be expressed as

�v2�z2=0 =
K

�e
s3�� f�

3�gs2 +��3�gs2�2 + 4�s3f � + 3s2f��
�g�

�K/�
1

r

d

dr
	r

d�

dr



2�s3f � + 3s2f��
− �g��

z2=0

�15�

From the velocity profile in the r-direction �Eq. �6�� and the velocity of the liquid entering the two-phase zone via capillary effects
Eq. �15��, the overall energy balance in the liquid film �Eq. �7�� can be rewritten as

1

r
�

d

dr
	r

d�

dr
�
 − �

hfg

hfg +
1

2
Cp�T

��3f�s5 + s3f��9s4 + 4�s3f � + 3s2f��
�

�K/�
1

�gr

d

dr
	r

d�

dr



2�s3f � + 3s2f��
− s3��

z2=0

− �	vw�e

�gK

� hfg + Cp�T

hfg +
1

2
Cp�T�

=
− ke�T�e

�2gK	hfg +
1

2
Cp�T
 �16�
he corresponding boundary conditions are

d�

dr
at r = 0 �17a�
� = �min at r = R0 �17b�

The following nondimensional variables are introduced to con-
vert the preceding equations into a nondimensional form:
JULY 2008, Vol. 130 / 071502-3
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0

	 = hfg +
1

2
Cp�T, Ja =

Cp�T

	
, Pre =

�eCp

ke

Rae =
�2gPreR0

3

�e
2 , Da =

K

R0
2

Rew =
�vwR0

�e
, Sw = 	1 +

1

2
Ja
Rew

Pre

RaeDa

Boc =
���

=
1

, r* = r/R0

�gK Bo

he condensate mass flow rate at any section can be expressed as:
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�* = �/R0 �18�

where Ja is the Jacob number; Pre is the effective Prandtl number;
Rae is the effective Rayleigh number; Da is the Darcy number; Ro

is the disk radius; Rew is the Reynolds number, which is greater
than zero when suction effects are present or less than zero for
blowing along the disk surface; Sw is the suction parameter; and
Boc is the capillary parameter.

Expressed in terms of these nondimensional variables, Eq. �16�
becomes
1

r*
�*

d

dr*
	r*

d�*

dr*
�*
 − 	1 −

1

2
Ja
�*��3f�s5 + f�s3�9s4 + 4�s3f � + 3s2f��Boc�Da�1/2 1

r*

d

dr*
	r*

d�*

dr*



2�s3f � + 3s2f��
��

z2=0

− 	Sw − 1 +
1

2
Ja
�* =

− Ja

RaeDa

�19�
hile the corresponding boundary conditions �Eqs. �17a� and
17b�� become

d�*

dr*
= 0 at r* = 0 �20a�

�* = �
min
* at r* = 1 �20b�

owever, even with these boundary conditions, it is still impos-
ible to solve Eq. �19� since �

min
* is unknown.

In practice, the film thickness at the disk edge cannot be zero.
ccording to the minimum mechanical energy principle presented
y Bakhmeteff �12�, a fluid flowing across the hydrostatic pres-
ure gradient and off the plate will adjust itself such that the rate
f mechanical energy within the fluid is minimized with respect to
he boundary layer at the plate edge. The minimum film thickness
an therefore be determined by setting the derivative of the me-
hanical energy with respect to � equal to zero for the steady flow
ate, i.e.,

�

���	�
0

� 	u2

2
+ gz +

P

�

�udz
�

ṁ=ṁc

= 0 �21�

here ṁc is the critical value of the mass flow over the disk edge.
ṁ =�
0

�

�udz �22�

Substituting Eq. �6� into Eq. �22� yields

ṁ = −
�2gK

�e
�

d�

dr
�23�

The critical value of the mass flow rate, ṁc, at r=R0 is given by

ṁc = −
�2gK

�e
�min�d�

dr
�

r=R0

�24�

Solving Eq. �21� subject to the boundary conditions in Eqs. �20b�
and �24� yields the following relationship:

ṁc = �2g�min
3 �25�

Substituting Eq. �24� into Eq. �25�, the new boundary condition is
found to be

�d�

dr
�

r=R0

= − 	 �e
2

�2gK2�min
1/2

�26�

Using Eqs. �8c� and �8d�, the values of s, f� and f � at z2=0 are
calculated to be 1, −1.417, and −4.24, respectively. Equation �19�

can then be rewritten as:
1

r*
�*

d

dr*
	r*

d�*

dr*
�*
 − 	1 −

1

2
Ja
�*�4.251 + 1.417�9 − 33.964Boc�Da�1/2 1

r*

d

dr*
	r*

d�*

dr*



16.982
� − 	Sw − 1 +

1

2
Ja
�* =

− Ja

RaeDa
�27�
he corresponding boundary conditions �Eqs. �20a� and �26��
herefore become

d�*

dr*
= 0 at r* = 0 �28a�
�d�*

dr*
�

r*=1
= − 	 Pre

RaeDa2�
min
* 
1/2

at r* = 1 �28b�

From Eq. �27� and the corresponding boundary conditions, the
dimensionless film thickness, �*, can be obtained in terms of Ja,
Ra , Pr , Bo , Sw, and Da.
e e c
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According to Fourier’s law of heat conduction, the local heat
ux qw�r� supplied to the disk can be calculated by

qw�r� = ke� �T

�z
�

z=0
= ke

�T

�
�29�

rom Eq. �18�, the dimensionless local heat flux q
w
*�r*� can be

xpressed as

q
w
*�r*� =

qw�r�R0

ke�T
=

1

�*
�30�

he local Nusselt number Nur is defined as

Nur =
hrR0

ke
�31�

here hr is the local heat transfer coefficient, given by hr=ke /�.
The mean Nusselt number is expressed by

Nu =
h̄R0

ke
�32�

here

h̄ =
1

�R0
2�

0

R0

h�r�2�rdr =
1

�R0
2�

0

R0 ke

�
2�rdr �33�

In this study, Eq. �27� is numerically solved using the Runge–
utta shooting method to obtain the dimensionless liquid film

hickness. In the solution procedure, an initial estimate is made of
he liquid film thickness at the disk center ���*�r*=0� and this esti-

ate is then substituted into Eq. �27�. The �* value along the r*
irection is then calculated using Eq. �28a�. Once all of the �*
alues �i.e., the value at every grid point� have been calculated,
he resulting thickness gradient at the disk edge is checked with
q. �28b� and a modified initial value for ��*�r*=0 obtained. This
rocess is iteratively repeated until the solution of Eq. �28b� sat-
sfies the convergence criterion, i.e.,

��
d�*

dr*
�

r*=1
+ 	 Pre

RaeDa2�
min
* 
1/2

�d�*

dr*
�

r*=1

� 
 10−6

Note that since the gradient of the film thickness is not flat at
he disk edge, the calculations apply a progressively finer grid size
s the disk edge is approached.

esults and Discussion
For the particular case where the effects of capillary forces are

eglected, i.e., the capillary suction velocity v2 in the two-phase
one �Eq. �11�� is set to zero, then from the velocity profile in the
-direction �Eq. �6�� and the nondimensional variables �Eq. �18��
he overall energy balance in the liquid film �Eq. �7�� can be
ewritten as

1

r*
�*

d

dr*
	r*

d�*

dr*
�*
 − Sw�* =

− Ja

RaeDa
�34�

Note that the corresponding boundary conditions are the same
s those given in Eqs. �28a� and �28b�.

Wang et al. �21� used a novel transformation method to inves-
igate film condensation on a horizontal wavy plate in a porous

edium under the assumptions of no capillary force effects and
o suction at the wall. Table 1 compares the results reported by
ang et al. for a plate with a wave number of n=0 �i.e., conden-

ation on a flat plate� with the present results for a horizontal disk
alculated using Eq. �34�. It is observed that the values of Nu for
he horizontal disk are approximately 75% higher than those of
ang et al. �21�.

ournal of Heat Transfer
One explanation for the discrepancy between the two sets of
results is that the solid plate considered in the present study has
the form of a circular disk, while that considered by Wang et al.
�21� was a flat plate. Therefore, in the present case, the condensate
film spreads over a wider area and has a thinner thickness, with
the result that the Nusselt number is increased.

In simulating practical engineering problems, the values of the
physical parameters used in Eq. �27� and the corresponding
boundary conditions in Eqs. �28a� and �28b� �i.e., Ja, Pre, Da, Rae,
Boc, and Sw� must be assigned reasonable values. The following
analyses take water vapor as the working liquid and use the di-
mensional and dimensionless parameter values cited in Udell �22�
and Bridge et al. �25�, as summarized in Table 2.

Figure 2 shows the effect of the suction parameter, Sw, on the
distribution of the dimensionless film thickness, �* ��*=�/R0�,
along the radial direction of the disk, r*. Note that the remaining
parameters are assigned the typical values shown in Table 2, i.e.,
Ja=0.02, Rae=2�1011, Da=6.4�10−10, Pre=1.76, and Boc=6.1
�105. It is observed that the liquid film thickness decreases with
increasing Sw. Using the relationship given in Eq. �31�, Fig. 3
plots the distribution of the local Nusselt number, Nur, along the
radial direction for the cases shown in Fig. 2. In general, it can be

Table 1 Comparison of solutions of Wang et al. †21‡ with those
of present study

Parameters
Nu

�Ref. �21��
Nu

�present study�

Ja=0.01, Rae=105, Da=0.01, Pre=7, Sw=0 55.7 97.5
Ja=0.1, Rae=105, Da=0.01, Pre=7, Sw=0 25.5 45.2

Table 2 List of physical parameters used in present study

Symbol Interpretation Typical value

K Permeability 6.4�10−12 m2

� Liquid density 957.9 kg /m3

Ro Radius of disk 0.1 m
Cp Specific heat at constant pressure 4217 J /kg °C
�e Liquid viscosity 2.79�10−4 kg /m s
� Surface tension 5.94�10−2 N /m
hfg Heat of vaporization 2257 kJ /kg
�T Saturation temperature minus wall

temperature �Tsat−Tw�
10°C

� Porosity 0.38

Ja Cp�T

hfg +
1

2
Cp�T

0.02

Pre �eCp

ke

1.76

Da K

R0
2

6.4�10−10

Rae �2gPreR0
3

�e
2

2�1011

Boc ���

�gK

6.1�105
JULY 2008, Vol. 130 / 071502-5
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een that the heat transfer performance increases with increasing
w. Furthermore, for constant Sw, the value of Nur increases

oward the edge of the disk.
Equation �27� and the corresponding boundary condition equa-

ions �Eqs. �28a� and �28b�� indicate that the mean Nusselt num-
er Nu is a function of Ja, Pre, Da, Rae, Boc, and Sw. Figures 4–9
how the relationships between Nu and Ja, Pre, Da, Rae, Sw, and
oc, respectively. To investigate the influence of particular param-
ters on the heat transfer performance, at least three of the param-
ters are fixed at their typical values in each figure while the other
arameters are varied around their typical values. Figure 4 reveals
hat the mean Nusselt number Nu decreases with increasing Jacob
umber Ja at different values of Sw and Da. As explained above,
he other parameters remain constant at their typical values, i.e.,
ae=2�1011, Pre=1.76, and Boc=6.1�105. From a closer in-

pection of Fig. 4, it is found that Nu and Ja are related by Nu
Ja−1/7. Figure 5 shows that Nu is apparently insensitive to the

ig. 2 Variation of dimensionless film thickness in radial
irection

ig. 3 Variation of local Nusselt number in radial direction as

unction of Sw

71502-6 / Vol. 130, JULY 2008
effective Prandtl number Pre at different values of Ja and Sw.
�Again, the other parameters, i.e., Rae, Da, and Boc, remain con-
stant at their typical values.�

Figures 6 and 7 show that the mean Nusselt number Nu in-
creases with an increasing Darcy number Da and an increasing
effective Rayleigh number Rae respectively. The relationship be-
tween Nu and Da is found to be approximately Nu�Da2/3, while
that between Nu and Rae is approximately Nu�Rae

1/2. However,
Fig. 7 reveals that the relationship between Nu and Rae, Nu
�Rae

1/2, is subject to a certain degree of error for Rae1010.
Meanwhile, Fig. 8 shows that the mean Nusselt number, Nu in-
creases with increasing suction at the wall Sw. It is also observed
that the effect of Sw becomes more pronounced as the value of Ja

Fig. 4 Variation of Nu with Ja as function of Sw and Da for
constant Rae=2Ã1011, Pre=1.76, and Boc=6.1Ã105

Fig. 5 Variation of Nu with Pre as function of Ja and Sw for
11 −10 5
constant Rae=2Ã10 , Da=6.4Ã10 , and Boc=6.1Ã10

Transactions of the ASME
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educes. This result is reasonable because a lower value of Ja
orresponds to a thinner liquid film, then the effects of wall suc-
ion parameter Sw will become relatively larger.

Figure 9 shows that the mean Nusselt number Nu increases
ith an increasing value of the capillary parameter Boc for differ-

nt Ja and Sw and constant parameter values of Da=6.4�10−10,
re=1.76, and Rae=2�1011. It can be seen that when Boc�103,

he capillary force has a negligible effect on the heat transfer
erformance and can be neglected. In other words, the value of
u will be close to that calculated for Nu using Boc=0 in Eq.

27�. However, Nu significantly increases with increasing Boc
hen Boc103. In other words, the results suggest that Boc
103 represents a threshold value above, which the effects of
apillary forces should be taken into consideration. The physical
eason for this is that higher values of Boc imply stronger capil-
ary forces, which result in more liquid being sucked into the

ig. 6 Variation of Nu with Da as function of Ja and Sw for
onstant Rae=2Ã1011, Pre=1.76, and Boc=6.1Ã105

ig. 7 Variation of Nu with Rae as function of Ja and Sw for
−10 5
onstant Da=6.4Ã10 , Pre=1.76, and Boc=6.1Ã10

ournal of Heat Transfer
two-phase zone. This creates a thinner liquid film and a steeper
temperature gradient, which both enhance the heat transfer rate.
For the porous materials used in typical heat and mass transfer
applications, the permeability K is of the order of 10−10–10–16 m2

�see Table 1.1 in Ref. �29� or Table 2.3 in Ref. �30��. For the
current problem of water vapor condensing on a horizontal disk,
the value of Boc�=��� /�gK� is 6.1�105, which is clearly far
higher than 103. Therefore, the effects of capillary forces must be
taken into account.

Conclusion
This study has analyzed the problem of two-dimensional lami-

nar film condensation on a horizontal disk embedded in a porous
medium with suction at the disk surface. The present analyses
have taken water vapor as the working liquid and have considered
typical values of the corresponding dimensional and dimension-

Fig. 8 Variation of Nu with Sw as function of Ja for Da=6.4
Ã10−10, Pre=1.76, Rae=2Ã1011, and Boc=6.1Ã105

Fig. 9 Variation of Nu with Boc as function of Ja and Sw for
−10 11
constant Da=6.4Ã10 , Pre=1.76, and Rae=2Ã10

JULY 2008, Vol. 130 / 071502-7
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ess parameters. In problems of condensation in a porous medium,
he effective pore radii are small, and therefore the present analy-
es have taken the effects of capillary forces on the heat and mass
ransfer into consideration. The presence of capillary effects leads
o the formation of a two-phase zone immediately above the liquid
lm. The capillary forces reduce the thickness of the liquid film
nd increase the heat transfer coefficient. In the current water-
apor condensation problem, the results have indicated a thresh-
ld value of Boc=103 for the capillary parameter above, which
apillary force effects must be taken into consideration. The re-
ults have also shown that suction at the wall enhances the heat
ransfer performance, particularly as the value of Ja is reduced.
inally, it has been determined that when the effects of capillary
orces and wall suction are neglected, the mean Nusselt number
or condensation on a horizontal disk is approximately 75%
igher than that for condensation on a horizontal flat plate.
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omenclature
Boc � ratio of capillary force and gravity force de-

fined in Eq. �18�
Cp � specific heat at constant pressure
Da � Darcy number defined in Eq. �18�

g � acceleration of gravity
h � heat transfer coefficient

hfg � heat of vaporization
Ja � Jacob number defined in Eq. �18�
k � thermal conductivity
K � permeability of porous medium

Ro � radius of disk
ṁ � condensate mass flux

Nu � Nusselt number defined in Eq. �32�
P � pressure

Pre � effective Prandtl number
Rae � effective Rayleigh number
Sw � suction parameter

s � dimensionless saturation
T � temperature

�T � saturation temperature minus wall temperature
r, z � radial and vertical coordinates
u, v � radial and vertical velocity components

reek Symbols
� � condensate film thickness

�0 � condensate film thickness at disk center
� � liquid viscosity
� � liquid density
� � thermal diffusivity
� � surface tension
� � porosity

uperscripts
— � average quantity

* � dimensionless variable

ubscripts
2 � properties in two-phase zone
o � quantity at disk center
c � capillary

min � minimum quantity or quantity at disk edge

sat � saturation property

71502-8 / Vol. 130, JULY 2008
w � quantity at wall
e � effective property
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Heat Transfer in Trailing Edge,
Wedge-Shaped Cooling Channels
Under High Rotation Numbers
Heat transfer coefficients are experimentally measured in a rotating cooling channel used
to model an internal cooling passage near the trailing edge of a gas turbine blade. The
regionally averaged heat transfer coefficients are measured in a wedge-shaped cooling
channel (Dh�2.22 cm, Ac�7.62 cm2). The Reynolds number of the coolant varies from
10,000 to 40,000. By varying the rotational speed of the channel, the rotation number and
buoyancy parameter range from 0 to 1.0 and 0 to 3.5, respectively. Significant variation
of the heat transfer coefficients in both the spanwise and streamwise directions is appar-
ent. Spanwise variation is the result of the wedge-shaped design, and streamwise varia-
tion is the result of the sharp entrance into the channel and the 180 deg turn at the outlet
of the channel. With the channel rotating at 135° with respect to the direction of rotation,
the heat transfer coefficients are enhanced on every surface of the channel. Both the
nondimensional rotation number and buoyancy parameter have proven to be excellent
parameters to quantify the effect of rotation over the extended ranges achieved in this
study. �DOI: 10.1115/1.2907437�

Keywords: rotation, turbine cooling, internal forced convection
ntroduction
Advanced gas turbines operate at high temperatures to improve

hermal efficiency. The high inlet temperature creates thermal
tresses on the blades, which can be detrimental to the operation
f the engine. In order to achieve reasonable durability goals,
mproved cooling techniques, such as film cooling and internal
ooling, are applied to turbine blades. Internal cooling is achieved
y circulating compressed air in multipass flow channels inside
he blade structure. The cross section of the internal cooling chan-
els varies depending on their location in the blade; cooling chan-
els near the leading edge could be tall and narrow, and channels
loser to the trailing edge are typically wide and short. The cool-
ng channels are either singlepass �with radial outward flow� or

ultipass �both radial outward and radial inward flow� passages.
o enhance the heat transfer from the walls of the channels, they
re typically lined with ribs or other turbulence promoters.

The coolant flow through these internal cooling passages is
omplex and influenced by multiple parameters. The aspect ratio
f the channels, 180 deg turns in the multipass channels, and the
ib configurations all affect the level of heat transfer enhancement
n nonrotating channels. However, the cooling channels in actual
urbine blades are rotating. Rotation introduces the added com-
lexities of Coriolis and buoyancy forces, which also alter the
oolant flow through the passages. Many studies are available,
hich report the combined effect of selected parameters. The in-

erested reader is referred to Gas Turbine Heat Transfer and Cool-
ng Technology �1� for many published studies investigating inter-
al cooling techniques.

Because the heat transfer distribution within the cooling chan-
els is influenced by many factors, it is necessary to parametri-
ally study these factors. Therefore, it is necessary to understand
he behavior of the coolant through smooth, rotating channels
without turbulence promoters� before the more complicated be-
avior can be fully realized. Turbulent flow through nonrotating,

Contributed by the Heat Transfer Division of ASME for publication in the JOUR-

AL OF HEAT TRANSFER. Manuscript received February 23, 2007; final manuscript
eceived October 31, 2007; published online May 16, 2008. Review conducted by
inking Chyu.

ournal of Heat Transfer Copyright © 20
circular tubes has been thoroughly investigated; Kays and Craw-
ford �2� summarized this work that considers the heat transfer in
tubes with various entrance conditions. The Nusselt number in
tubes with fully developed turbulent flow is also given by Kays
and Crawford �2�. The widely accepted Dittus–Boelter correlation
for fully developed turbulent flow was developed in circular tubes,
but this correlation has also been applied to flow through channels
with noncircular cross sections.

Although straightforward expressions have been developed for
turbulent flow through nonrotating, smooth passages, coolant flow
in rotating passages with smooth walls lacks closure. Wagner et al.
�3,4� were the first to show that heat transfers from the leading
and trailing walls of a rotating channel are not symmetrical. In
other words, in their square �AR=1�1� cooling channel with ra-
dially outward flow, the heat transfer from the trailing surface
increases with rotation, while the heat transfer from the leading
surface decreases. Johnson et al. �5� extended this study of a
square channel to investigate the effect of channel orientation with
respect to the direction of rotation. When the channel is oriented
nonorthogonally to the direction of rotation, the effect of rotation
decreases; in other words, the difference between the heat transfer
coefficients on the leading and trailing surfaces is reduced. Dutta
and Han �6� confirmed this result in a rotating, square channel.

When the impact of rotation was realized, researchers sought
more detailed heat transfer measurements. Park and Lau �7� used
naphthalene sublimation to obtain detailed heat/mass transfer dis-
tributions in a rotating, two-pass, square channel. The detailed
distributions indicated that Coriolis forces create large spanwise
variations on both the leading and trailing surfaces. Bons and
Kerrebrock �8� gathered detailed heat transfer coefficient distribu-
tions using infrared thermography, and they complimented these
heat transfer measurements with flow field measurements �particle
image velocimetry�. In this rotating, single-pass, square channel,
they concluded that the reduced heat transfer from the leading
wall is the result of the Coriolis force transporting the hot, low
momentum wall fluid from the trailing wall to the leading wall.
They also showed that the Nusselt number on the trailing surface
can be twice as great as that on the leading surface due to the
combined effect of the Coriolis and buoyancy forces.
These studies aided designers to create more efficient cooling

JULY 2008, Vol. 130 / 071701-108 by ASME
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hannels, but these studies do not include the aspect ratio effect.
he cooling channels can consist of a variety of cross sections,
nd this must be considered. In recent years, several studies have
merged which investigate the effect of rotation in rectangular
hannels. Azad et al. �9� studied the combined effect of channel
spect ratio and channel orientation. Their findings for a 2�1
width�height�, two-pass channel were similar to a 1�1 chan-
el: In the first pass with radially outward flow, the heat transfer
rom the leading surface decreased while the trailing surface in-
reased, and the opposite occurs in the second pass. Also, the
ffect of rotation is reduced when the channel is skewed to the
irection of rotation.

Channels located near the trailing edge of the blade have an
ven greater aspect ratio to fit into this narrow region of the blade.
everal studies have focused on the effect of rotation in a 4�1
hannel. Griffith et al. �10� observed significant spanwise varia-
ion in the heat transfer distributions due to rotation. Their results
lso showed that the channel orientation of the 4�1 channel has
small affect on the trailing and a large effect on the leading

urface in this one-pass cooling channel. In the 4�1 channel
riented at 135 deg to the direction of rotation, the heat transfer
rom all surfaces in the channel is enhanced with rotation. Wright
t al. �11� studied the effect of entrance geometry on the heat
ransfer enhancement in rotating rectangular channels �4�1�.
hey showed that with the simultaneous development of both the
ydrodynamic and thermal boundary layers the Nusselt number
atios may not reach the fully developed values predicted by the
ittus/Boelter–McAdams correlation. Acharya et al. �12� used
ass transfer to obtain detailed distributions in a two-pass 4�1

hannel, and their findings were consistent with Griffith et al.
10�. Zhou et al. �13� considered the effect of rotation in a 4�1
hannel with high rotation numbers. They concluded that there is
critical Reynolds number, beyond which the expected heat trans-

er trends reverse. They also showed that increasing the density
atio increases the heat transfer enhancement. Willett and Bergles
14� studied the effect of rotation in a very narrow 10�1 channel.
hey independently controlled the rotation number and buoyancy
arameter, and they showed that heat transfer coefficients increase
n the trailing surface with increasing rotation and buoyancy
hile the heat transfer coefficients on the leading surface increase
ith increasing buoyancy.
Because the secondary flow patterns in rotating channels are

trongly influenced by the cross section of the channel, it is im-
erative to investigate the effect of rotation in low aspect ratio
hannels �W /H�1�. Cho et al. �15� used a mass transfer method
o study the effect of rotation in a rotating two-pass rectangular
hannel �AR=1�2�. An experimental result for a 1�4 rotating
wo-pass channel was reported by Agarwal et al. �16� using the

ass transfer method. For a smooth surface, they found that the
�4 channel has lower heat/mass transfer compared to square
hannel. Fu et al. �17,18� showed how the heat transfer enhance-
ent varied in smooth channels depending on the channel cross

ection, rotation number, and buoyancy parameter.
The study of turbine blade internal heat transfer should not be

imited to square and rectangular channels. The cooling channels
ay have cross sections, which are not square or rectangular; the

hannels near the leading edge may have a triangular cross sec-
ion, while channels near the trailing edge may also be triangular
r trapezoidal.

Because channel flow has a wide variety of applications, many
roups have experimentally investigated the heat transfer en-
ancement in a wide variety of cooling channels. Square and rect-
ngular channels have been considered extensively, and additional
ork has been completed on other cross sections �i.e., triangular

nd trapezoidal�. Contradictory results have been reported for tri-
ngular and trapezoidal cooling channels. The trends in equilateral
riangles are similar to those in square and circular tubes �19–22�.
owever, the trends in triangular channels with small apex angles

ary dramatically from circular tubes �23–25�, while the trends in
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trapezoidal channels can be predicted from smooth tube correla-
tions �26,27�. The effect of rotation has been considered by many
groups for square, rectangular, and triangular cooling channels;
however, the effect of rotation has not been considered in the
trapezoidal cooling channels.

Based on the data available in open literature, there is a clear
need to investigate the effect of rotation in shaped, trailing edge
cooling channels. Results have been obtained for square and rect-
angular channels, and limited results are available for triangular
channels, which might appear near the leading edge of the chan-
nel. However, results are needed to fundamentally understand the
effect of rotation in trailing edge cooling channels. To further the
understanding of heat transfer in a trailing edge �wedge-shaped�
cooling passage, it is necessary to know how the heat transfer
enhancement changes from the wide side to the narrow side of the
channel. Furthermore, it is necessary to extend the range of rotat-
ing data currently available in open literature. It is vital to validate
the coupling of Reynolds number and rotational speed into the
rotation number and buoyancy parameter. In an effort to validate
the use of these parameters, it is necessary to extend the range of
each beyond what is currently available to the engine designer.
The present experimental investigation will parametrically study
the effect of rotation in a wedge-shaped cooling passage over a
wide range of rotation numbers �0–1.0� and buoyancy parameters
�0–3.5�.

Experimental Facility

Rotating Facility. The rotating facility previously used by
Wright et al. �28� has recently undergone significant modification.
Although the past decade has seen a number of studies focused on
the effect of rotation in cooling passages, only a small portion of
these studies include conditions, which are typically seen gas tur-
bines, specifically aircraft engines. In other words, in an engine
typically used for propulsion, the coolant may flow through the
internal passages with a Reynolds number of approximately
50,000. With the blades rotating in the engine, the rotation number
associated with the coolant is in the range of 0.2–0.3. Previous
studies have attempted to replicate these rotation numbers by de-
creasing the Reynolds number and increasing the hydraulic diam-
eter of the channel. Although this approach does allow researchers
to replicate the nondimensional rotation number, this comes at the
expense of decreased Reynolds numbers.

One method of obtaining the desired range of rotation numbers
with the applicable Reynolds numbers is to run the laboratory
experiments at increased pressures. With the coolant pressurized
above atmospheric pressure, at a given mass flow rate �Reynolds
number�, the density increases while the coolant velocity de-
creases. The decreased velocity yields increased rotation numbers.
Therefore, the existing facility was modified to incorporate a pres-
surized cooling loop.

As shown in Fig. 1, coolant is supplied to the rotating rig via a
two-pass rotary union located at the base of the rig. Upstream of
the rotary union, the coolant mass flow rate is measured with a
square-edge ASME orifice meter. The coolant travels upward
through insulated hose placed inside the existing, hollow shaft.
The air is then ducted through the support head of the rotating
arm, and an insulated hose transports the air to the test section
contained within a pressure vessel located at the end of the rotat-
ing arm. The coolant passes through the test section, and the air
travels through a second hose as it leaves the pressure vessel. The
air travels through the support head, and downward through the
hollow shaft �annularly outside the hose used to supply the cool-
ant�. The return air then passes through the rotary union and a ball
valve is used to maintain the desired pressure of the cooling air.

As in the previous studies, a motor is used to drive the rotating
arm. The motor is connected to a variable frequency drive, so the
rotational speed of the arm can be varied. For the present study,
the rotational speed varies from 0 rpm to 500 rpm. A 100-channel

slip ring is located above the rotating arm to transfer thermo-
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ouple signals, pressure transducer signals, and resistance heater
ignals to the rotating arm. Mounted above the slip ring is a 48-
hannel Scani-Valve pressure transducer. The pressure transducer
s used to monitor the pressure at the inlet of the test section �Pi�.

Trailing Edge Test Section. As described previously, the ob-
ectives of this study are to investigate the effect of rotation within
railing edge cooling channels. As the objective of this study is to
ain a fundamental understanding of flow in a wedge-shaped
ooling passage, the use of turbulators is not investigated. Trailing
dge cooling passages typically implore pin fins to enhance heat
ransfer while adding structural rigidity to the narrow passage.
nvestigators have shown that the effect of rotation is reduced in
otating, pin-fin channels �29�; in addition, it has been shown that
panwise variation in rotating channels is significantly reduced
ith the addition of pin fins in rectangular, trailing edge passages

30�. Modern gas turbine blades typically utilize trailing edge
jection or pressure side cutback cooling to protect the trailing
dge of the blade. However, with this fundamental experimental
nvestigation, the effect of ejection is not investigated. However,
jection should not be ignored completely. Previous investigators
ave shown how lateral injection affects the heat transfer coeffi-
ient distributions in the cooling channels �26,27�. The effect of
leed flow will also take on a second dimension in the rotating
hannel. As the coolant flow rate reduces due to the coolant ejec-
ion, the rotation number will increase; thus, the effect of rotation
ill increase from the root to the tip of the blade.
In order to fundamentally study the effect of rotation in a

edge-shaped passage, a new test section has been constructed to
odel a trailing edge cooling channel. Figure 2 shows the design

f the present test section. The cross section of the channel is a
edge �or trapezoid�. The sidewall �closer to the midspan of the
lade� is 2.54 cm tall, and the cross section narrows to 0.32 cm
ear the trailing edge of the blade. The distance from the inner-
ost side to the outermost side is 5.28 cm. If the channel were

xtended to form an isosceles triangle, the apex angle of the tri-
ngle would be 23.5 deg.

The heated length of the channel is 15.56 cm, and with a hy-
raulic diameter of 2.25 cm, this gives an overall heated length-

ig. 1 Rotating test facility for internal turbine blade heat
ransfer studies
o-hydraulic diameter ratio �L /Dh� of 6.30. The distance from the

ournal of Heat Transfer
center of rotation to the center of the heated channel is 67.8 cm.
To limit the complexities associated with the cooling channel, this
study only considers the cooling passage with smooth walls �no
turbulence promoters are used to enhance heat transfer�. Prior to
entering the heated length of the test section, the cooling air first
enters the test section through the inlet plate of the pressure ves-
sel. The air enters an unheated entrance with a rectangular cross
section of 5.38 cm wide by 3.18 cm tall �as shaded in blue in Fig.
2�b��. Two mesh screens are positioned in this entrance region to
help us spread the flow before it reaches the heated portion of the
test section. With this entrance configuration, the air is forced
through a sudden contraction as it enters the heated test section.
Obviously, with the wedge-shaped cross section, the contraction
ratio is much greater near the outer wall �9.9:1� of the test section
than the inner wall �1.25:1�. The length of entrance region is
4.76 cm.

Although only the first �radially outward� pass of the test sec-
tion is instrumented for heat transfer coefficient measurements, a
second pass is needed to return the flow, and maintain the desired
pressure within the test section. This return pass has a rectangular
cross section of 1.70 cm wide by 1.27 cm high. The flow turns
180 deg at the end of the first pass to travel into the return pass.

To measure the variation across the width �or span� of the chan-
nel, both the leading and trailing surfaces are divided into three
regions. Figure 3 shows how these six regions combined with the

Fig. 2 Details of the wedge-shaped trailing edge test section
inner sidewall give a total of seven regionally averaged heat trans-
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er coefficient measurements. Each region consists of a single
opper plate 0.318 cm thick. Each copper plate has a 0.159 cm
lind hole in the back side with thermocouple mounted in the hole
ith high conductivity thermal epoxy. Six regions are used in the

treamwise �flow� direction, so a total of 42 regions comprise the
est section. The outermost wall �near the trailing edge� is left
ninstrumented for the current study.

Electric resistance heaters are fixed beneath the copper plates.
ne heater services six copper plates; each spanwise region has an

ndividual heater. In other words, one heater is used to heat all six
opper plates of the sidewall, one heater is used for the six plates
f the trailing inner surface, and so on. High conductivity paste is
pplied to each heater to minimize the contact resistance between
he heater and the copper plates. The copper plates are mounted in
he test section support structure, which is fabricated from grade
E garolite. The insulating material reduces the heat loss from the
eaters to the support material. The test section is assembled and
laced in the pressure vessel. Additional insulating material is
sed to fill the air gaps between the test section and the wall of the
ressure vessel.

The coolant air enters the test section at six times the atmo-
pheric pressure; this pressure is maintained for all cases, both
tationary and rotating. The mass flow rate is varied, so the Rey-
olds number varies from 10,000 to 40,000. The channel is ori-
nted similar to what is expected within the actual turbine blade;
herefore, the channel is skewed 135 deg from the direction of
otation. The rotational speed of the channel is varied from

rpm to 500 rpm.

ata Reduction
As described with the experimental setup, regionally averaged

eat transfer coefficients are measured in the current study. The
egionally averaged heat transfer coefficients can be determined
rom Newton’s law of cooling as follows:

h =
Q̇net

A�Tw,x − Tb,x�
=

Q̇in − Q̇loss

A�Tw,x − Tb,x�
�1�

The net rate of heat transfer is determined from the difference
f the power supplied to each resistance heater and the heat lost
rom the test section. The heat losses are determined from a cali-
ration where insulation is inserted into the channel. Power is
upplied to the heaters, and the power required to reach a series of
iven temperatures is recorded. With the insulating material
laced inside the channel, the power supplied to the heaters during
his calibration is equivalent to the heat lost during the actual

ig. 3 Cross-sectional view of the trailing edge test section
ith experimental details
ooling trials. Separate heat loss calibrations are required for each
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rotational speed. At the lowest Reynolds number of 10,000, heat
losses account for approximately 21% of the power supplied to
each heater in the stationary channel and 23% in channel rotating
at 500 rpm. However, when the Reynolds number increases to the
maximum value of 40,000, the heat losses range from 8% in the
stationary channel to 10% in the rotating channel �500 rpm�.

The regional wall temperature �Tw,x� is measured using the ther-
mocouple fixed in each copper plate. The coolant bulk tempera-
ture at a specific location �Tb,x� in the channel is determined based
on the measured inlet and outlet temperatures. With thermo-
couples placed in the flow in the inlet section and downstream of
the heated section, the inlet and outlet bulk temperatures are
known. Therefore, the temperature of the coolant at any location
within the channel can be calculated using linear interpolation.
The outlet temperature measured by the thermocouple is com-
pared to the value calculated using the energy balance method.
Using the measured inlet temperature and the net power supplied
to the cooling air, the temperature of the coolant can be calculated
at any location within the channel �including the outlet�. The in-
terpolation and energy balance methods compare very well, and
the difference between the two methods is generally less than to
2°C.

The measured heat transfer coefficients can be represented by
the nondimensional Nusselt number. Although the Nusselt number
is useful to extend the results from the laboratory to actual engine,
it is often more useful to normalize the Nusselt number in order to
quantify the heat transfer enhancement �or declination� due to
either the specific channel geometry or rotation. The Nusselt num-
ber ratio is used to show the heat transfer enhancement relative to
fully developed, turbulent heat transfer in a circular tube. This
fully developed, turbulent heat transfer can be expressed with the
Dittu–Boelter/McAdams correlation for heating. Equation �2�
shows this Nusselt number ratio.

Nu

Nu0
= �hDh

k
�� 1

0.023 Re0.8 Pr0.4� �2�

The experimental uncertainty for the presented results was cal-
culated using the method developed and published by Kline and
McClintock �31�. At the Reynolds number of 10,000, where the
most uncertainty exists in the measured quantities, the overall
uncertainty in the Nusselt number ratio is approximately 9.3% of
the presented values. However, at the higher Reynolds numbers,
the percent uncertainty of the individual measurements decreases,
and the overall uncertainty in the Nusselt number ratio decreases
to approximately 5% of the calculated value at the highest Rey-
nolds number of 40,000.

Results and Discussion
The heat transfer in both stationary and rotating trailing edge

cooling channels is considered. The stationary channel provides
base line results before considering the effect of rotation. The heat
transfer coefficients are measured at four different Reynolds num-
bers for each rotational speed. Figure 4 represents a matrix of the
test conditions for the present study. In addition to depicting the
Reynolds numbers and rotational speeds, this figure shows how
these two quantities combine to form the rotation number. With
the current experimental setup, rotation numbers up to 0.25 are
achievable at the highest Reynolds number of 40,000.

As the discussion of the results progresses, it is important for
the reader to bear in mind that the cross section of the channel is
divided into seven regions. As shown in Fig. 5, these regions are
the sidewall, leading inner, leading midspan, leading outer, trail-
ing inner, trailing midspan, and trailing outer surfaces. As previ-
ously noted, the channel is oriented 135 deg from the direction of
rotation. The orientation is applicable to cooling channels typi-
cally encountered near the trailing edge of the turbine blades. It
should be noted that this orientation is defined with respect to the

centerline of the channel.
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Heat Transfer in Stationary Channels. The current wedge-
shaped channel used to model a typical trailing edge cooling chan-
nel combines several features, each of which has significant im-
pacts on both the flow through the channel and the heat transfer
within the channel. Therefore, it is beneficial to first consider sta-
tionary channels prior to rotating channels. In the nonrotating
channel, the level of heat transfer is influenced by the channel
shape. Deviating from a circular, square, or even rectangular chan-
nel results additional temperature variations across the channel
cross section. With a much smaller cross section, the flow encoun-
ters more resistance near the outer surfaces than the inner surfaces
of the channel. The coolant flow enters the heated portion of the
test section without being hydrodynamically developed. Increased
heat transfer coefficients are expected due to the simultaneous
development of both the hydrodynamic and thermal boundary lay-
ers. Due to the relatively short length of the channel �L /Dh

=6.30�, the flow likely never reaches a fully developed flow con-
dition. An additional factor, which cannot be ignored, is the
180 deg turn used to return the flow out from the test section.
Elevated heat transfer coefficients can be expected in the latter
half of the channel due to the strong turn effect. The turn occurs
on the outer edge of the channel.

The Nusselt number ratios for the stationary channel are shown
in Fig. 6 to highlight the spanwise variation within the channel at
a given Reynolds number. At any given Reynolds number, the
greatest heat transfer enhancement at the inlet of the channel oc-
curs on the inner surface, and the Nusselt number ratios are the
least on the outer surface. Moving streamwise through the chan-
nel, the sidewall approaches the fully developed Nusselt number
ratio of unity. Similar trends are present for the inner surface, but
the level of enhancement is elevated above that of the sidewall.
The Nusselt number ratios on the midspan and outer surfaces
follow different trends. The strong effect of the 180 deg turn is
very obvious when directly compared to the side and inner
surfaces.

Additional comparisons can be made by averaging the Nusselt
number ratios for each surface in the streamwise direction. The
average heat transfer enhancement for each surface is compared
over the range of Reynolds numbers in Fig. 7. In addition, the
average Nusselt numbers in rectangular channels �4�1� with
various entrance conditions are shown �11�. The fully developed
Nusselt number ratios in the rectangular channel are approxi-
mately 1.25; these values are elevated above the fully developed
value of one due to the thermal boundary layer development at the

sselt number ratios in stationary
ig. 4 Test case combinations with the resulting rotation
ig. 5 Surface identification with a conceptual view of the ro-
ation induced secondary flow
Fig. 6 Spanwise variation of the Nu
JULY 2008, Vol. 130 / 071701-5
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ntrance of the channel. With a sudden contraction, the heat trans-
er within the rectangular channel is clearly enhanced above that
f the fully developed channel, and the heat transfer coefficients
urther increase with the redirected entrance. The heat transfer
oefficients on the sidewall of the present, wedge-shaped channel
re comparable to those in the rectangular channel with the sharp
ntrance. Although the contraction ratio in the present case is less
han that for the rectangular channel, the flows are similar, yield-
ng similar results. The average heat transfer coefficients on the

idspan and outer surfaces decrease with increasing Reynolds
umber, up to a Reynolds number of 30,000. Beyond Re
30,000, the Nusselt number ratios increase; this is a result of the

ncreased enhancement through the entire length of the channel
ith the increased Reynolds number.

Heat Transfer in Rotating Channels. Before an in depth dis-
ussion of the effect of rotation in the trailing edge cooling pas-
age is pursued, it is necessary to briefly discuss the general
rends, which have been observed in rotating channels. For a ro-
ating channel with radially outward flow, it has been well docu-

ented that the rotation induced Coriolis force combines with the
otation induced buoyancy force, so heat transfer enhancement is
bserved on the trailing surface of the channel. This enhancement
omes at the expense of reduced heat transfer coefficients on the
eading surface �3–5�. Depending on how the channel is oriented
ithin the channel �with respect to the direction of rotation� and

he cross section of the channel, the rotation induced secondary
ow might be altered. In other words, studies have shown that the
ost significant declination of the heat transfer coefficients on the

eading surface occur in square channels rotating orthogonal to the
irection of rotation �3�. However, if the channel is skewed to the
irection of rotation, the difference between the heat transfer co-
fficients on the leading and trailing surfaces is reduced �5�.
oreover, when a rectangular channels rotates at 135 deg, with

espect to the direction of rotation, the heat transfer coefficients
re enhanced on both the leading and trailing surfaces �10�.

In the present study, the wedge-shaped channel rotates with �
135 deg. It has already been shown that this specific geometry
as many features, which combine to profoundly affect the heat
ransfer coefficients within the channel. However, it is necessary
o consider how rotation affects the heat transfer through the chan-

ig. 7 Streamwise averaged Nusselt number ratios in station-
ry channels
el. Traditional, conceptual descriptions of the rotation induced
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secondary flow involve the formation of two counter-rotating vor-
tices. The vortices form in the cross section of the channel as the
coolant is forced away from the leading surface to the trailing
surface �3,10�. Due to the wedge-shaped cross section of the
present study, it is anticipated that there is not a distinct formation
of these counter-rotating vortices. As shown in Fig. 5, this behav-
ior is likely to occur within the wide half �near the sidewall and
inner surfaces� of the channel. In other words, the coolant is
forced away from the leading inner surface toward the trailing
midspan and inner surfaces. In the very narrow region of the
channel, these rotation induced vortices begin to breakdown, and
no clear structure exists. Figure 5 conceptually shows how the
secondary flow structure deteriorates, and a second �or even more�
set of counter-rotating vortices forms. This structure breakdown
will result in more turbulent mixing, and thus increased heat trans-
fer coefficients of both the leading and trailing surfaces in the
narrow region of the channel.

The presentation of the measured heat transfer coefficients be-
gins with the streamwise distributions measured at each of the
four Reynolds numbers at a set rotational speed of 500 rpm. As
shown in Fig. 8, the heat transfer enhancement on each surface
can be compared at each Reynolds number. As previously de-
scribed, the rotational speed combines with the Reynolds number
of the flow to form the nondimensional rotation number. There-
fore, as the Reynolds number increases from 10,000 to 40,000, the
rotation number decreases from 1.02 to 0.25. The isolated effect
of these two parameters �Reynolds number and rotational speed�
will soon be addressed.

At the lowest Reynolds number of 10,000 �Ro=1.02�, the ex-
pected trend of nonsymmetrical heat transfer coefficient distribu-
tions is observed. In other words, more heat transfer enhancement
is present on the trailing surfaces than the leading surfaces. In
addition, the greatest difference between the leading and trailing
surfaces occurs on the inner surfaces. In this wider area of the
channel, the rotation induced secondary flow is much stronger,
and organized, than in the more narrow section of the channel. In
addition to the effect of rotation, the features inherent to the chan-
nel design are also present �entry region, 180 deg turn, and chan-
nel shape�. As the Reynolds number increases �rotation number
decreases�, the Nusselt number ratios decrease. In addition, the
difference between the leading and trailing surfaces decreases. As
the Reynolds number increases to 40,000, the rotation number
decreases to 0.25. The variation between the leading and trailing
surfaces decreases as the rotation number decreases. This is most
apparent with the outer surface. In this very narrow region of the
channel, the heat transfer is enhanced above that of the stationary
channel on both the leading and trailing surfaces due to the rota-
tion induced mixing. However, the difference between the leading
and trailing surfaces is minimized in this narrow region.

To fundamentally understand the effect of rotation, it is neces-
sary to uncouple the Reynolds number effect from the effect of
rotation. In order to do this, a series of tests have been completed
with four Reynolds numbers over a range of rotational speeds.
Figure 9 shows how the Nusselt number ratios vary with both
varying Reynolds number and rotational speed. The Nusselt num-
ber ratios are presented at three specific locations within the chan-
nel: x /Dh=1.7, 4.0, and 6.3. Trends can most clearly be observed
at x /Dh=4.0. This is the most likely candidate for fully developed
flow, or is the least influenced by the contraction at the entrance
and the turn at the outlet. Along the sidewall and inner surfaces,
clearly, more heat transfer enhancement occurs on the trailing sur-
face than the inner surface. Increasing the rotational speed in-
creases the heat transfer enhancement for all four Reynolds num-
bers. However, moving to the midspan and outer surfaces, the
only clear trend is that both the leading and trailing surfaces have
increased heat transfer coefficients with the increased effect of

rotation.

Transactions of the ASME
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Moving toward the inlet of the channel �x /Dh=1.7�, the effect
f rotation competes with the effect of the entrance condition. In
he entry region of the channel, the Nusselt number ratios are
levated above those measured at a point downstream in the chan-
el. However, the same general trend of increased heat transfer on
ll surfaces �both leading and trailing� is also apparent near the
ntrance of the channel. Near the exit of the channel �x /Dh

6.0�, the heat transfer coefficients are influenced by the 180 deg

Fig. 8 Spanwise variation of the N
nels „500 rpm…

ig. 9 Effect of rotational speed on the Nusselt number ratios

n the entrance, fully developed, and exit regions of the channel

ournal of Heat Transfer
turn. Again, as the rotational speed increases, the heat transfer
coefficients increase. However, there is no clear discernment be-
tween the leading and trailing surfaces. The Nusselt number ratios
on the sidewall are lower than the other surfaces, as the inner wall
has a minimal impact from the 180 deg turn on the opposite side
of the channel.

Presenting designers with heat transfer coefficients as a func-
tion of rotational speed has limited value, as the rotational speeds
in the laboratory are not comparable with those of the actual en-
gines. More useful information is shown in Fig. 10. These plots
show the Nusselt number ratios at three locations in the channel as
a function of the nondimensional rotation number. The rotation
number is defined as

Ro =
�Dh

V
�3�

From Eq. �3�, it is apparent how the rotational speed ��� and
the Reynolds number �from the coolant velocity, V� combine to
form the rotation number. In order to determine if various combi-
nations of rotational speeds and coolant velocities result in the
same Nusselt number �at the same rotation number�, the rotational
speed is varied from 0 rpm to 500 rpm, and the Reynolds number
of the coolant varies from 10,000 to 40,000.

Again, we should first consider the location of x /Dh=4.0. Be-
ginning with the sidewall and inner surfaces, the effect of Rey-
nolds number has been eliminated. In other words, we have very
distinct trends for the trailing inner surface, leading inner surface,
and sidewall. Multiple points overlap where one rotation number
is obtained from different combinations of Reynolds number and
rotational speed. The Nusselt number ratios increase from the
nonrotating channel to a maximum rotation number just greater
than 1. More interesting results are observed for the sidewall and
leading inner surface. Initially, the Nusselt number ratios begin
decreasing with increasing rotational number. The trend continues
until the rotation number reaches 0.3. Beyond the rotation number
of 0.3, the heat transfer coefficients begin to increase. It is impor-

elt number ratios in rotating chan-
uss
tant to discuss this behavior because only a very limited number
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f previous studies are applicable to rotation numbers greater than
.3. It is positive information for designers to recognize that the
eat transfer is enhanced on the leading surface at high rotation
umbers.

The distinction between the leading and trailing surfaces dimin-
shes in the more narrow regions of the channel. However, the
eading and trailing surfaces can be distinguished on the outer
urfaces, but not the midspan surface. Due to the breakdown of
he rotation induced vortices, both the leading and trailing mid-
pan surfaces benefit from rotation. With increased mixing of the
oolant, both the leading and trailing surfaces experience the same
evel of heat transfer enhancement. In addition, for both the mid-
pan and outer surfaces, the Nusselt number ratios increase as the
otation increases �over the entire range of rotation numbers� as a
esult of the channel shape and rotation angle. Similar trends are
resent in the entry region �x /Dh=1.7� and near the exit �x /Dh

6.3� of the channel. As noted previously, additional heat transfer
nhancement occurs in these regions.

An additional way of presenting the Nusselt number ratios is as
function of the local buoyancy parameter. As shown in Eq. �4�,

he buoyancy parameter takes into the account the rotation in-
uced buoyancy force as well as the Coriolis force.

Box = ���

�
�

x

Ro2� Rx

Dh
� = �Tw,x − Tb,x

Tf ,x
�Ro2� Rx

Dh
� �4�

A similar validation is needed for the buoyancy parameter that
s needed for the rotation number: Can the density ratio, rotation
umber, and rotating radius be varied independently, and with
arious combinations arrive at the same Nusselt number for the
iven buoyancy parameter? With the rotation number varying
rom 0.06 to 1.02, the local rotating radius varying from
1.5 cm to 74.2 cm, and the local density ratio varying from ap-
roximately 0.05 to 0.11, a single buoyancy parameter can be
eached by several combinations of parameters. The local film
emperature, Tf ,x, is defined as the average of the local wall and
oolant temperatures. Due to the temperature differences within
he channel, the buoyancy forces act away from the center of
otation. The strength of this force is determined by the density �or

ig. 10 Effect of rotation number on the Nusselt number ratios
n the entrance, fully developed, and exit regions of the channel
emperature� difference in the fluid �from the heated wall to the
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cooler core�. The local buoyancy parameter ranges from 0 �non-
rotating channel� to 3.5. This nondimensional parameter is typi-
cally accepted as the preferred way to quantify the effect of rota-
tion, as it includes all the parameters contributing to the effect of
rotation.

Figure 11 presents the Nusselt number ratios plotted with the
local buoyancy parameter. The trends, which were described in
the previous figure for the different surfaces and channel loca-
tions, are again present in this figure. With the exception of the
leading inner surface and sidewall, the heat transfer coefficients
on all surfaces increase with the increasing buoyancy parameter.
The Nusselt number ratios gradually decrease on the leading inner
surface and sidewall until a critical buoyancy parameter is
reached, and the Nusselt number ratios begin increasing.

The data have been presented for three specific locations within
the channel. However, it is beneficial to observe the effect of
rotation on the overall heat transfer enhancement. To begin this
process, the Nusselt number ratios for each surface are averaged
in the streamwise direction. Figure 12 shows these streamwise
averages, where each data represent the average of the six stream-
wise regions, plotted with the rotation number. In addition to the
results of this current study, the Nusselt number ratios obtained in
a rotating, 4�1 rectangular channel with either a sudden contrac-
tion or redirected entrance are shown for comparison �11�. The
trends observed in this figure are very similar to those observed
with x /Dh=4.0. However, the levels of enhancement are elevated
due to the increased heat transfer coefficients at the entrance and
exit of the channel.

The leading inner surface of the current channel exhibits the
same level of heat transfer enhancement and trends as the 4�1
rectangular channel with both a sharp entrance �contraction� and a
redirected entrance. However, the level of enhancement on the
trailing surface of the present wedge-shaped channel is much
greater than that of the rectangular channel. This is likely due to
the difference in the distance between the leading and trailing
surfaces of the two channels. For this present trailing edge chan-
nel, the distance between the leading and trailing surfaces varies
from 2.54 cm �at the sidewall� to 1.8 cm �adjacent to the mid-

Fig. 11 Effect of buoyancy parameter on the Nusselt number
ratios in the entrance, fully developed, and exit regions of the
channel
span�. In the rectangular channel, the distance between the leading
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nd trailing surfaces is 1.27 cm. With the increased distance, the
otation induced vortices possibly gain strength, and thus lead to
dditional heat transfer enhancement on the trailing surface. The
eat transfer coefficients on the outer surfaces of the present chan-
el are much higher than those corresponding to the rectangular
hannel. In the current channel, the contraction ratio for the outer
urface varies from 3.0:1 up to 9.9:1; this is compared to the
ontraction of 3.0:1 for the rectangular channel. This large con-
raction ratio has a very profound effect on the heat transfer coef-
cients through the entire length of the channel. Figure 13 shows

hese streamwise averages plotted with the streamwise averaged
uoyancy parameter; just as the Nusselt number ratios are aver-
ged over six streamwise locations, the local buoyancy parameters
re also averaged. As it has been shown on the previous figures,
he buoyancy parameter is an excellent parameter for correlating
he varying Reynolds number and rotational speed.

It has been established that the heat transfer enhancement varies
cross the span of the channel from the sidewall to the outer
urfaces. Up until now, each surface maintained its individual
dentity. However, the inner, midspan, and outer surfaces can be
veraged to yield an average value for both the leading and trail-

Fig. 12 Effect of rotation number
number ratios

Fig. 13 Effect of buoyancy paramet

number ratios

ournal of Heat Transfer
ing surfaces. The spanwise and streamwise averaged Nusselt num-
ber ratios are shown in Fig. 14. Each data point �on the leading
and trailing surfaces� is now the average of 18 measured heat
transfer coefficients shown as a function of the rotation number.
Over the range of Reynolds numbers and rotational speeds, each
of the three surfaces follows very distinct trends with the data for
each surface collapsing to a common curve. Most notably is that
for all three surfaces, the Nusselt number ratios increase as the
rotation number increases. These results are also present in Fig. 15
with the averaged buoyancy parameters. With the very distinct
trends present for each surface, correlations have been generated
for the Nusselt number ratios as a function of the buoyancy pa-
rameter. The data can be represented by Eq. �5�, and Table 1
shows the constants for each surface.

Nu

Nu0
= ABom + BBon �5�

Even with the nonsymmetrical wedge-shaped channel, the
skewed direction of rotation number, the variable Reynolds num-

the streamwise averaged Nusselt

n the streamwise averaged Nusselt
on
er o
JULY 2008, Vol. 130 / 071701-9
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er, and the changing rotational speed, the data can be expressed
ith a simple correlation expressing the heat transfer enhance-
ent as a function of the buoyancy parameter.

onclusions
This study was initiated to extend the study of heat transfer in

otating channels. It is necessary for designers to have access to
eat transfer results, which represent enginelike flow conditions
i.e. high rotation numbers obtained at high Reynolds numbers�.
n addition to extending the range of available data, this study also
ncorporates a realistic cooling passage located near the trailing
dge of the turbine blade. The regional heat transfer coefficients
ave been measured in a wedge-shaped trailing edge cooling pas-
age with the Reynolds number varying from 10,000 to 40,000,
nd the rotational speed varying from 0 rpm to 500 rpm. The fol-
owing conclusions have been drawn from the current study.

�1� In the stationary, wedge-shaped channel, the heat transfer

ig. 14 Effect of rotation number on the streamwise and span-
ise averaged Nusselt number ratios

ig. 15 Effect of buoyancy parameter on the streamwise and
panwise averaged Nusselt number ratios

able 1 Correlation constants for average meat transfer
nhancement

A m B n

eading surface 2.7 0.043 0.1 0.9
railing surface 3.05 0.065 0.3 0.7
idewall 1.88 0.029 0 —
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coefficients vary in both the streamwise and spanwise di-
rections. The contraction entrance �with a varying contrac-
tion ratio� enhances the heat transfer in the entry region of
the channel, while near the exit of the channel, the heat
transfer coefficients increase due to the 180 deg turn. Very
different trends are observed from the sidewall to the outer
surface as the channel becomes narrower, and the heat
transfer coefficients are dependent on both the spanwise
position and the Reynolds number.

�2� Both the rotation number and buoyancy parameter can be
used to quantify the effect of rotation. The current param-
eter variation shows that the Reynolds number or rotational
speed can be varied to achieve a specific rotation number,
and both scenarios result in the same heat transfer coeffi-
cients.

�3� The inner surfaces of the rotating channel are most signifi-
cantly affected by rotation. In this wide section of the chan-
nel, the rotation induced secondary flow is most clearly
defined.

Although the heat transfer coefficients on the leading
surface initially decrease with the increasing buoyancy pa-
rameter, beyond a critical value, the heat transfer coeffi-
cients begin to increase with rotation.

�4� Due to the skewed angle of rotation ��=135 deg�, the heat
transfer coefficients on all surfaces are enhanced with
rotation.

Although this study has covered a wide range of flow and ro-
tating conditions in a shaped, trailing edge cooling passage, addi-
tional effort is needed to more completely understand trailing edge
cooling passages. This study measured the heat transfer coeffi-
cients in a smooth channel. However, turbine cooling passages are
typically lined with turbulence promoters to enhance heat transfer.
In addition, the coolant through trailing edge cooling passages is
likely to be extracted for trailing edge ejection, either through
discrete hole or slots, to further protect the trailing edge of the
blade. These factors are likely to have a profound effect on heat
transfer in shaped, trailing edge cooling channels and are the fo-
cus of future studies.

Acknowledgment
This work has been funded through the Marcus Easterling En-

dowment Fund.

Nomenclature
A � area of smooth wall

AR � aspect ratio of square and rectangular channels
Box � local buoyancy parameter, ��� /��xRo2�Rx /Dh�
Dh � hydraulic diameter
H � channel height
h � heat transfer coefficient
k � thermal conductivity of coolant

Nu � local Nusselt number, hDh /k
Nu0 � Nusselt number for fully developed turbulent

flow in a smooth pipe
Pi � pressure at the inlet of the test section
Pr � Prandtl number
Q � heat transfer rate at wall
R � mean rotating radius �from center of rotation to

center of heated channel�
Rx � local rotating radius �from center of rotation to

local region within heated channel�
Re � Reynolds number, �VDh /�
Ro � rotation number, �Dh /V

Tb,x � local coolant temperature
Tf ,x � local film temperature �Tf ,x= �Tb,x+Tw,x� /2�
Tw,x � local wall temperature
V � bulk velocity in streamwise direction

Transactions of the ASME



R

J

W � channel width
� � angle of channel orientation with respect to the

axis of rotation
� � dynamic viscosity of coolant
� � density of coolant

��� /��x � local coolant-to-wall density ratio
� � rotational speed
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Film Cooling Effectiveness
Distribution on a Gas Turbine
Blade Platform With Inclined Slot
Leakage and Discrete Film Hole
Flows
A five-blade, linear cascade is used to experimentally investigate turbine blade platform
cooling. A 30 deg inclined slot upstream of the blades is used to model the seal between
the stator and rotor, and 12 discrete film holes are located on the downstream half of the
platform for additional cooling. The film cooling effectiveness is measured on the plat-
form using pressure sensitive paint (PSP). Using PSP, it is clear that the film cooling
effectiveness on the blade platform is strongly influenced by the platform secondary flow
through the passage. Increasing the slot injection rate weakens the secondary flow and
provides more uniform film coverage. Increasing the freestream turbulence level was
shown to increase film cooling effectiveness on the endwall, as the increased turbulence
also weakens the passage vortex. However, downstream, near the discrete film cooling
holes, the increased turbulence decreases the film cooling effectiveness. Finally, combin-
ing upstream slot flow with downstream discrete film holes should be cautiously done to
ensure coolant is not wasted by overcooling regions on the platform.
�DOI: 10.1115/1.2907440�

Keywords: forced convection, film cooling, gas turbine heat transfer
ntroduction
As economies across the world continue to grow, the demand

or power also continues to increase. Commercial, industrial, and
esidential customers have come to expect uninterrupted electrical
ervice required to meet a variety of needs; however, the demand
or power is growing faster than the power supply. Meanwhile, the
ommercial airline industry is facing numerous hurdles while the
ilitary is facing new challenges. The common bond between

and based power generation and aircraft propulsion is gas turbine
ngines. With gas turbines also being used for marine propulsion
nd scores of other specific industrial applications, it is vital that
hese engines efficiently operate. The efficiency of a gas turbine
ngine can be increased by raising the temperature of the hot
ases at the inlet of the turbine. However, increasing the tempera-
ure of the mainstream gas must be cautiously done, as additional
roblems can develop. The metallic turbine components must be
rotected in order to survive prolonged exposure to the hot gases.
he life of the turbine airfoils can be increased by implementing
ny of a variety of cooling techniques. As presented by Han et al.
1�, air is extracted from the compressor, and used to cool the
irfoils. This coolant air is injected into the hollow airfoils, and
irculates through internal cooling passage of the blades and
anes. The coolant is discharged through discrete holes, where it
orms a protective film on the outer surface of the airfoil. Many
nvestigations have focused on increasing the heat transfer en-
ancement within the blades via rib turbulators, jet impingement,
nd pin fins. Also, film cooling has been studied for many years to
etermine the optimal hole configuration and flow conditions to
aximize the protection of the coolant.

Contributed by the Heat Transfer Division of ASME for publication in the JOUR-

AL OF HEAT TRANSFER. Manuscript received February 22, 2007; final manuscript
eceived June 11, 2007; published online May 19, 2008. Review conducted by

autam Biswas.

ournal of Heat Transfer Copyright © 20
With the increasing temperature of the mainstream gases exit-
ing the combustor, the stator vanes and rotor blades must be pro-
tected, so that they can survive the extreme temperatures. Re-
cently, the blade platform has received renewed attention for an
adequate cooling scheme. The vane endwall and the blade plat-
forms comprise a large percentage of the area exposed to the hot
mainstream gases. There is a strong potential for “hot spots” to
form on the endwalls and platforms. Over this large area, it is vital
to have accurate heat transfer distributions, so that efficient cool-
ing schemes can be developed. The cooling schemes should ad-
equately protect the platforms while minimizing the amount of
coolant.

A general review of platform �endwall� flow, heat transfer, and
film cooling has been completed by Han et al. �1� and Chyu �2�.
Several of the papers reviewed by these sources will be consid-
ered along with other papers to develop a foundation for platform
flow and heat transfer. The secondary flow in a turbine passage is
very complex and varies based on the blade profile being consid-
ered. Langston et al. �3,4� performed flow measurements to gain
insight into this complex secondary flow. They showed at the inlet
of the passage, the boundary splits at the leading edge of the
blade. A horseshoe vortex forms with one leg on the pressure side
of the blade, and the other leg on the suction side of the blade �in
the adjacent passage�. The pressure side leg of the horseshoe vor-
tex travels from the pressure side of the passage to the suction
side; this pressure side leg of the horseshoe vortex becomes
known as the passage vortex. This passage vortex will eventually
meet the suction side leg of the horseshoe vortex that has re-
mained near the junction of the suction surface and endwall.
Spores and Goldstein �5� also studied the flow through a blade
passage. They identified multiple “corner” vortices that developed
throughout the passage. A pressure side corner vortex develops
just downstream of the leading edge, and the vortex carries about
one-third of the chord length. Two suction side corner vortices

develop along the suction surface in the latter half of the passage.

JULY 2008, Vol. 130 / 071702-108 by ASME
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fter the passage vortex carries to the suction side of the passage,
t lifts from the endwall surface. Below the passage vortex, along
he junction where the suction surface meets the endwall, suction
ide, counter rotating, corner vortices form.

The highly complex, three-dimensional flow has a strong influ-
nce on the heat transferred from the mainstream flow to the blade
latform. Blair �6� pioneered the study of endwall heat transfer.
e found significant variation of the heat transfer coefficient

cross the passage and downstream to the trailing edge of the vane
ue to the secondary flow along the endwall. Graziani et al. �7�
lso reported large variations in the endwall heat transfer coeffi-
ients. They showed that the heat transfer coefficients on the suc-
ion surface of the blade are also influenced by the secondary flow
hrough the passage; however, the heat transfer coefficients on the
ressure surface are not affected by the strong secondary flows.
sing a mass transfer technique, Goldstein and Spores �5� showed

hat as the boundary layer splits to form the two legs of the horse-
hoe vortex near the leading edge of the blades, the heat transfer
oefficients increase, and the greatest heat transfer enhancement
n the endwall occurs near the leading edge. Other variations are
resent on the endwall due to the path of the passage and corner
ortices. In addition near the trailing edge of the blade, the heat
ransfer coefficients are elevated as the two flows from the two
assages meet at the trailing edge. The heat transfer coefficients
ere also measured on the endwall of a vane passage �8–10�.
imilar variations were found, as the heat transfer continues to be
ominated by the secondary flow. When the effect of freestream
urbulence was considered �9,10�, it was found that increasing the
urbulence intensity increases the heat transfer coefficients on the
assage endwall. However, the effect of the freestream turbulence
ntensity was minimal near the leading edge and near the suction
urface, where the horseshoe and passage vortices dominate the
eat transfer behavior.

With the local areas of high heat transfer identified, film cooling
an be implemented on the blade platform to reduce the heat load
n these areas. Takieshi et al. �11� obtained heat transfer and film
ffectiveness distributions on a vane endwall with discrete film
ooling holes placed at three locations in the passage. They found
hat the effectiveness is very low near the leading edge on the
uction side; with the rollup of the horseshoe vortex, the film
oolant lifted from the surface, and offered little or no protection.
he path of the coolant was also influenced by the passage vortex

ransporting the coolant from the pressure to the suction side of
he passage. Harasgama and Burton �12� used film cooling near
he leading edge, just inside the passage, with the film cooling
oles located along an iso-Mach line. Although the row of film
ooling holes was evenly distributed to span the passage, no cool-
nt reached the pressure side of the passage. The film cooling
onfiguration used by Jabbari et al. �13� consisted of discrete
oles placed on the downstream half of the passage. Similar to the
pstream design �12�, the film cooling effectiveness significantly
aried through the passage, with the coolant moving to the suction
ide of the passage.

Friedrichs et al. �14–16� studied the film cooling effectiveness
sing the ammonia and diazo technique. They found that a simple
ayout of the film cooling holes throughout the passage can result
n areas being overcooled �or undercooled� due to the secondary
ow. With their proposed “improved design,” the film holes were
laced, so the strong secondary flow could be advantageously
sed. Using the same amount of coolant, they were able to pro-
ide improved coolant coverage. Recently, Barizozzi et al. �17�
ompared the film cooling effectiveness on a passage endwall
ith cylindrical or fan-shaped film cooling holes. With their cool-

ng designs, they showed that by increasing the blowing ratios, the
assage vortex is weakened, and the passage cross flow is re-
uced; therefore, coolant coverage is more uniform across the
assage. Similar to flat plate film cooling, shaped film cooling
oles offer better protection than cylindrical holes.
A similarity between the vane endwall and the blade platform is

71702-2 / Vol. 130, JULY 2008
the existence of slot �or gap� upstream of the airfoil leading edge.
A gap is commonly in place in the transition from the combustion
chamber to the turbine vane �stator�. Similarly, a gap exists be-
tween the stator and rotor, so the turbine disk can freely rotate. To
prevent ingestion of the hot mainstream gases, it is a common
practice to inject coolant air through these slots. If this preventive
measure is utilized properly, unnecessary discrete film holes can
be eliminated, so coolant is not wasted by overcooling areas on
the rotating platform. Blair �6� also measured the film cooling
effectiveness with upstream injection in his pioneering study; he
showed large variations in the film cooling effectiveness over the
entire passage due to the strong secondary flow. Roy et al. �18�
placed coolant slots upstream of their vane. They showed that the
heat transfer near the leading edge was reduced due to the sec-
ondary air injection. Because the slots were directly placed up-
stream of the blades, a large area in the center of the passage did
not receive adequate film cooling coverage. Slot injection has
been the focus of many studies performed at the University of
Minnesota �19–21�. They found that using slots, which span the
majority of the passage upstream of their vanes, can provide film
coverage over most of the passage to the trailing edge of the vane
�19,20�. They also found that increasing the amount of coolant
through the slot can reduce the effect of the secondary flow. In
addition, strategically blocking the slot, so the coolant does not
exit the slot that uniformly provides thermal advantages �and dis-
advantages� �21�.

The heat transfer coefficients and the film cooling effectiveness
were measured on the endwall of a vane passage with film cooling
combined with upstream slot injection by Nicklas �22�. They
found that in the upstream region, the film cooling effectiveness
was elevated due to the large amount of cooling flow from the
slot. However, the effectiveness near the discrete holes located
near the center of the passages suffered due to the passage vortex.
Liu et al. �23� used a high volume of discrete holes upstream of
their vanes to emulate the effect of upstream slot injection. They
determined that the film cooling effectiveness was primarily af-
fected by the blowing ratio of the injection; in addition, as the
blowing ratio increases, the uniformity of the coverage increases.

The film cooling effectiveness has been measured using the
pressure sensitive paint by Zhang and Jaiswal �24� and Zhang and
Moon �25�. They first measured the effectiveness with two up-
stream injection geometries: two rows of discrete holes and a
single row slot. The effect of a backward facing step was also
considered with the discrete hole configuration. They confirmed
that increasing the coolant flow can significantly increase the ef-
fectiveness, and they reported that the use of a backward step
significantly decreases the effectiveness within the passage. Knost
and Thole �26� showed that with increased slot flow, the critical
areas of the leading edge and pressure side junction can be ad-
equately cooled. Cardwell et al. �27� extended this work to include
midpassage misalignment. With the misalignment that may occur
between the two adjacent vanes, the film cooling effectiveness is
dramatically reduced.

With the secondary flow strongly influencing both the heat
transfer coefficients and the film cooling effectiveness on the plat-
form surface, recently, efforts have been directed at mitigating this
destructive secondary flow. One method that is gaining popularity
is endwall contouring �28,29�. Han and Goldstein �30� observed
that with a fillet around the leading edge of the blade, the horse-
shoe vortex disappears, and the formation of the passage vortex is
delayed with elevated turbulence intensity. However, with low
freestream turbulence, the strength of the passage vortex is com-
parable to that in a passage without the fillet. The drawback of the
fillet is the increased heat transfer near the leading edge on the
pressure side due to the intensified corner vortices.

In recent years, the blade platform has received renewed atten-
tion. Efforts have involved providing adequate protection on the
passage between two adjacent blades or vanes. This involves in-

vestigating a wide range of discrete film hole configurations while

Transactions of the ASME
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aking use of inherent engine construction, such as gaps between
he combustor and inlet guide vane or between the stator and
otor. With new measurement techniques that can more accurately
btain detailed film cooling effectiveness distributions, it is vital
o further extend the study of endwall film cooling effectiveness.
he majority of studies are performed in a linear vane cascade.
lthough the general flow behavior around the vanes and blades is

imilar, the detailed film cooling effectiveness measurements on
he endwall of a linear blade cascade are limited. Therefore, the
urrent study will utilize a range of flow conditions to gain valu-
ble insight into the secondary flow behavior around a high pres-
ure blade. With a more complete understanding of the secondary
ow coupled with the detailed film cooling effectiveness measure-
ents, problem areas can easily be pinpointed, and areas, which

re overcooled, can be identified, so that coolant flow is not
asted, and the blade life can be extended.

xperimental Facility

Low Speed Wind Tunnel. An existing low speed wind tunnel
acility was used to study the platform film cooling effectiveness,
nd the schematic of the facility is shown in Fig. 1. Modifications
ere made to the endwall of the wind tunnel that was previously
sed by Zhang and Han �31�. The open-loop wind tunnel operates
n suction with two mesh screens located at the inlet of the wind
unnel. To produce uniform flow entering the cascade, a 4.5:1
ontraction nozzle guides the flow to the linear cascade. The test
rea is 25.4 cm high by 75.0 cm wide, and has a 107.49 deg turn-
ng angle to match the turning of the five-blade cascade. Head-
nd tailboards were added to the leading and trailing edges of the
nner and outer airfoils to further guide the flow into the cascade.
he cascade inlet velocity was maintained at 20 m /s and was set
sing a variable frequency controller attached to the 15 hp
11.2 kW� blower. The inlet velocity was measured �and continu-
usly monitored� using a pitot tube placed inside the wind tunnel.
he mainstream accelerates through the cascade, so the main-
tream velocity at the cascade exit is 50 m /s.

The freestream turbulence through the cascade was varied by
lacing a turbulence grid 30 cm upstream of the cascade. The grid
s made of square bars that are 1.3 cm wide, and they are spaced
.8 cm in both the horizontal and vertical directions. Zhang and
an �31� used hot wire anemometry and showed that the inlet

urbulence intensity increases from 0.75% �without the grid� to
3.4% with a length scale of 1.4 cm. The turbulence intensity
ecreases with the flow acceleration through the passage to a level

ig. 1 Overview of the low speed wind tunnel used to study
latform cooling
f 5% at the cascade exit.

ournal of Heat Transfer
Linear Cascade Design. Figure 2 shows the typical, advanced,
high pressure turbine blade used for this study. The blade, which
was scaled up five times, has a 107.49 deg turning angle with an
inlet flow angle of 35 deg and an outlet flow angle of −72.49 deg.
The chord length of the blade is 22.68 cm and the height of the
blade is 25.4 cm. The blade-to-blade spacing at the inlet is
17.01 cm with a throat-to-span ratio of 0.2. The mainstream flow
accelerates from 20 m /s at the inlet to 50 m /s at the outlet of the
cascade. The inlet flow periodicity and uniformity for the blade
design have been measured and reported by Zhang and Han �31�.
In addition, the velocity �pressure� distributions along the pressure
and suction surfaces of the blades have also been measured. The
mainstream Reynolds number �based on the inlet velocity and
blade chord� is 3.1�105.

Platform Cooling Design. To study the film cooling effective-
ness on the blade platform, the original smooth platform was al-
tered to include both upstream slot injection and downstream dis-
crete film cooling holes. The upstream slot, shown in Fig. 3,
covers 1.5 passages. The width of the slot is 0.44 cm wide and is
at a 30 deg angle to the mainstream flow. The length of the slot is

Fig. 2 Low speed wind tunnel and turbine blade details

Fig. 3 Platform film cooling configurations: „a… detailed view
of cooled passage; „b… upstream slot injection details; „c…

cross-sectional view of two discrete film holes

JULY 2008, Vol. 130 / 071702-3
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.54 cm, so the length-to-width ratio �ls /w� is 5.7. The down-
tream edge of the slot is aligned with the leading edge of the
ascade. Considering the angled, downstream half of the slot as
art of the blade platform, this geometry allows for a fundamental
tudy of the coolant flow from the stator-rotor gap. Because the
eal geometry was not taken from a specific engine, actual designs
ay consist of a longer slot length, so the platform extends further

pstream of the blade leading edge. Coolant �air or nitrogen� is
etered through a square edge, ASME orifice flow meter and

iped to a plenum directly located beneath the slot. The plenum is
ufficiently large enough to ensure the coolant is uniformly dis-
ributed at the exit of the slot. The flow rate of the slot coolant can
e varied, so the film cooling effectiveness can be measured over
range of flow rates varying from 0.5% to 2.0% of the main-

tream flow.
With the slot expected to provide adequate film coverage over

he upstream half of the passage, discrete film cooling holes are
nly used on the downstream half of the passage. As shown in
ig. 3, the 12 film cooling holes are positioned to approximately
ollow the blade profile. The holes were spaced on the down-
tream half of the passage to provide adequate film coverage to
his area of the platform. The holes have a diameter of 0.25 cm, a
treamwise angle � of 30 deg �as with the slot�, and the lateral
compound� angle varies to match the blade profile. With a hole
ength of 2.54 cm, the length-to-diameter ratio �l /d� is 10. Table 1
hows the relative location and angle of the film cooling holes.
he coolant �air or nitrogen� is supplied to the film cooling holes
ia a second plenum directly located beneath the film cooling
oles. The coolant flow rate is measured using a volumetric flow
eter, and the flow is varied to achieve average blowing ratios

arying from 0.5 to 2.0. Because these discrete film cooling holes
re located near the exit of the passage, this blowing ratio is based
n the velocity of the mainstream at the exit of the cascade.

ressure Sensitive Paint (PSP) Measurement Technique
The film cooling effectiveness has been measured using an ar-

ay of measurement techniques over several decades. Thermo-
ouples, thermochromatic liquid crystals, infrared thermography,
nd recently temperature sensitive paint have been used for sur-
ace temperature measurements, which can be converted to the
lm cooling effectiveness with knowledge of the mainstream and
oolant flows. Although these techniques can be used to obtain the
lm cooling effectiveness, the accuracy near the film cooling
oles is questioned. Near the holes, the test material can be very
hin, and therefore, heat conduction through the test surface can
ive false representations of the film cooling effectiveness. This is
problem, which is an inherent to heat transfer experiments.
Numerical correction of the film cooling data is one alternative

or producing more accurate film cooling data. Another alternative

Table 1 Discrete film hole location and orientation

Film
hole

number
x

�cm�
y

�cm�
d

�cm�
�

�deg�
�

�deg�

1 13.3 9.8 0.25 61 30
2 14.5 12.1 0.25 61 30
3 15.7 14.4 0.25 61 30
4 12.6 13.5 0.25 55.5 30
5 13.9 15.8 0.25 61 30
6 15.1 18.0 0.25 64 30
7 16.1 20.4 0.25 67 30
8 17.1 22.7 0.25 72 30
9 18.0 25.1 0.25 72 30
10 14.0 20.0 0.25 72 30
11 15.9 24.7 0.25 72 30
12 17.4 29.6 0.25 72 30
s to avoid heat transfer experiments. This approach was used by

71702-4 / Vol. 130, JULY 2008
Zhang et al. �24,25� as they used PSP to measure the film cooling
effectiveness on a cascade endwall. Wright et al. �32� used PSP to
film the cooling effectiveness on a flat plate with compound angle
film cooling holes, and they provide a detailed review of the PSP
theory and application. In addition, PSP has also been used to
measure the effectiveness on a cylinder placed in a low speed
wind tunnel �33�. Both of these studies demonstrate the superior-
ity of PSP measurements compared to other traditional measure-
ment techniques, including steady state liquid crystal thermogra-
phy, steady state infrared thermography, and transient infrared
thermography. The PSP technique has also been applied by Ahn et
al. �34,35� to measure the film cooling effectiveness on the lead-
ing edge of a rotating blade placed in a three stage research tur-
bine. Additional film cooling effectiveness distributions have been
obtained in a blow-down facility on the blade tip �36,37�.

The premise behind PSP is an oxygen quenching effect. As the
oxygen partial pressure of the gas in direct contact with the sur-
face increases, the intensity of light emitted by the PSP decreases
�hence, oxygen quenched�. The PSP can be calibrated to deter-
mine the relationship between the emission intensity of the paint
and the surrounding pressure. A test plate is sprayed with the
Uni-FIB PSP �UF470-750� supplied by Innovative Scientific So-
lutions, Inc. �ISSI� and placed inside a vacuum chamber. At each
measurement point, the PSP sample was excited using a strobe
light equipped with a 500 nm broadband pass filter. A charge-
coupled device �CCD� camera with a 630 nm filter records the
intensity emitted by the PSP. Figure 4 shows a typical calibration
curve relating a known pressure ratio to a measured intensity ratio
�where the reference conditions are taken at atmospheric pres-
sure�.

After the PSP has been properly calibrated, the film cooling
effectiveness can be measured on the desired test surface. Due to
the size of the endwall passage, two sets of images are required to
capture the entire passage. The procedures to measure the effec-
tiveness on both the upstream and downstream halves of the pas-
sage are identical, and the results are combined to give a complete
picture of the film cooling effectiveness on the platform. The film
cooling effectiveness is measured based on a mass transfer tech-
nique. Two similar tests are required to calculate the film cooling
effectiveness: one with air as the coolant and one with nitrogen as
the coolant. The film cooling effectiveness can be calculated based
on the concentration of oxygen, which is related to the partial
pressure of oxygen. Therefore, the film cooling effectiveness can
be calculated using Eq. �1�, where the present definition is com-

Fig. 4 PSP calibration curve
pared to the traditional film cooling effectiveness definition.
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� =
Tf − Tm

Tc − Tm
=

C� − Cmix

C�

=
�PO2

�air − �PO2
�N2

�PO2
�air

� 1 −
Iair

IN2

�1�

To accurately determine the film cooling effectiveness, a total
f four images are required: �1� a black image to remove any
ackground noise from the optical components �no mainstream
ow, no coolant flow, no excitation light�, �2� a reference image to
stablish the intensity at the reference atmospheric pressure �no
ainstream flow, no coolant flow, PSP is excited with the strobe

ight�, �3� an air image to measure the partial pressure of oxygen
ith air as the coolant �mainstream flow, air as coolant flow, ex-

itation by strobe light�, and �4� a nitrogen image to measure the
artial pressure of oxygen with nitrogen as the coolant �main-
tream flow, nitrogen as coolant flow, excitation by strobe light�.
s shown in Fig. 4, in the presence of oxygen, the emission in-

ensity falls, so the intensity ratio �Iref / I� increases, as shown by
epresentative point for film cooling with air injection. When ni-
rogen is injected as the coolant, the emission intensity increases
due to the lack of oxygen�, and the intensity ratio decreases, as
hown by the point for nitrogen injection. The partial pressure of
xygen with air or nitrogen injection is determined based on the
alibration of the emission intensity and pressure. The film cool-
ng effectiveness can be determined at every pixel, giving a de-
ailed film cooling effectiveness distribution on the passage end-
all.
Experimental uncertainty was considered using a 95% confi-

ence level, as presented by Coleman and Steele �38�. The uncer-
ainty of the film effectiveness measurements varies depending on
he intensity level measured by the CCD camera. The experimen-
al uncertainty is less than 2% for film effectiveness measurements
reater than 0.5. However, as the effectiveness begins to approach
ero �where the measured light intensities are relatively low�, the
ncertainty rises. For a film cooling effectiveness of 0.07, the
ncertainty is approximately 10%, and continues to rise as the
ffectiveness approaches zero. All experimental results were re-
eated multiple times to confirm the repeatability of the data. The
ata proved to be repeatable for the entire range of film effective-
ess that was measured.

esults and Discussion
The presentation of the results begins with the film cooling

ffectiveness obtained on the passage endwall with slot injection
pstream of the cascade. This includes experimental results ob-
ained over a wide range of slot flow rates. The effect of turbu-
ence on this film cooling effectiveness is also experimentally con-
idered. This discussion is followed by the presentation of the film
ooling effectiveness measured downstream with coolant only
rom the downstream discrete holes, including the effects of vari-
us blowing ratios and turbulence intensities. The detailed film
ooling effectiveness is then obtained for upstream slot injection
ombined with downstream discrete film cooling. After comparing
he detailed film effectiveness distributions for all of these cases,
nal comparisons will be made using the spanwise averages of the
lm cooling effectiveness. Table 2 shows a summary of the 24
xperimental cases considered. The slot injection rate is com-
only considered as a percentage of the mainstream. However,

he blowing ratio �velocity ratio, as coolant and mainstream den-
ities are equal� is also presented as a reference. The slot blowing
atio is based on the mainstream velocity at the inlet of the cas-
ade �20 m /s�. The blowing ratio for the downstream film holes is
lso shown, but because the film cooling holes are located on the
ownstream half of the passage, the blowing ratio for the discrete
oles is based on the exit velocity of the mainstream flow
50 m /s�.

Upstream Slot Injection. The detailed film cooling effective-
ess was obtained on a single passage with various slot injection
ates. Figure 5 shows the detailed effectiveness distribution on the

latform with a freestream turbulence intensity of 0.75%. The

ournal of Heat Transfer
effect of the blowing ratio is clearly seen comparing Figs.
5�a�–5�d�. At the lowest flow rate of 0.5%, the coolant ejection
does not cover the entire slot. The coolant is quickly swept from
the pressure side of the passage to the suction side. Although the
effectiveness approaches the ideal value of unity at the exit of the
slot, the effectiveness quickly diminishes, and a large area of the
passage is left unprotected. This nonuniform flow and distribution
of the coolant on the platform was also observed on the endwall of
multiple vane studies �20,24,26�. If the injection rate is increased
to 1%, the flow from the slot is more uniform. However, the
general trend for the effectiveness is the same as with 0.5%: The
coolant is carried from the pressure side of the passage to the
suction side. The area of protection extends further downstream;
however, the downstream half of the passage still does not receive
adequate protection. Increasing the injection rate to 1.5% results
in more uniform film coverage on the upstream half of the pas-
sage. The area of coverage increases, but coverage remains inad-
equate near the trailing edge of the pressure side. At the maximum
flow rate of 2.0%, the effectiveness bands are more uniformly
distributed through the entire passage, with the entire passage re-
ceiving protection. Zhang and Jaiswal �24� showed similar results
for slot injection upstream of a vane. They concluded that at low
injection rates �0.5%–1.5%�, the coolant did not reach the pressure
side of the passage, and the effectiveness quickly diminished
downstream of the slot. However, at high injection rates �2%–
3%�, uniform film coverage was measured in the downstream half
of the passage with the coverage extending to the trailing edge of
the passage �24�.

It was noted in previous studies �20,21� that upstream slot in-
jection is an effective tool for weakening the passage vortex. The
finding is observed in the present results. At the highest injection
rate of 2.0%, the effectiveness distribution is much more uniform
than at the lower injection rates of 0.5% and 1.0%. The high
momentum coolant disrupts the secondary flow behavior includ-
ing the horseshoe and passage vortices. However, with the lower

Table 2 Experimental conditions considered in the present
study

Upstream slot injection
Slot

injection
rate �ms� Ms Is DR Tu

0.5% 0.29 0.084 1.0 0.75%, 13.4%
1.0% 0.57 0.325 1.0 0.75%, 13.4%
1.5% 0.86 0.740 1.0 0.75%, 13.4%
2.0% 1.14 1.30 1.0 0.75%, 13.4%

Downstream discrete film holes
Mf If DR Tu

0.5 0.25 1.0 0.75%, 13.4%
1.0 1.00 1.0 0.75%, 13.4%
1.5 2.25 1.0 0.75%, 13.4%
2.0 4.00 1.0 0.75%, 13.4%

Combined upstream slot and downstream film
Slot

injection
rate �ms� Ms Mf MFRtotal Tu

1.0% 0.57 0.5 1.11% 0.75%
1.0% 0.57 1.0 1.22% 0.75%
1.0% 0.57 1.5 1.34% 0.75%
1.0% 0.57 2.0 1.46% 0.75%
2.0% 1.14 0.5 2.11% 0.75%
2.0% 1.14 1.0 2.22% 0.75%
2.0% 1.14 1.5 2.34% 0.75%
2.0% 1.14 2.0 2.46% 0.75%
momentum coolant flows, the coolant flow is greatly affected by

JULY 2008, Vol. 130 / 071702-5
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he passage secondary flows.
At this point, it is worthwhile to extend the discussion to rotat-

ng blade platforms. The pressure gradient from the pressure side
o the suction side of the passage will also be present on the
otating platform. Therefore, the general trend of the skewed film
ooling effectiveness from the pressure side to the suction side of
he passage is expected on the rotating platform. In fact, similar
rends have been observed on a rotating platform �39�.

With an understanding of secondary flow on the passage end-
all, the effect of an additional complexity on the film cooling

ffectiveness can be considered. With a turbulence grid added
pstream of the cascade, the freestream turbulence intensity at the
ascade inlet is raised to 13.4% �31�. Comparing the effectiveness
istributions in Fig. 6 with those for the freestream turbulence
evel of 0.75% in Fig. 5, the general trends are the same: Increas-
ng the injection rate increases the coverage area and the unifor-

ity of the coverage. For the lowest injection rate of 0.5%, the
overage area extends further downstream with the increased tur-
ulence; although the coverage area increases, the majority of the
assage remains unprotected. A significant increase is observed in
he protection are a with the injection rates of 1.0% and 1.5%. In
ddition, at 1.5% the shape of the effectiveness contours changes
rom the low freestream turbulence case. The contours are more
niform across the passage. At 2.0%, the uniformity of the effec-
iveness continues to increase. The passage vortex is weakened
ith the increased freestream turbulence. The mitigated secondary
ow results in better coverage of the slot coolant.

Downstream Discrete Film Cooling. Figure 7 compares the

ig. 5 Measured film cooling effectiveness with various slot
njection rates „Tu=0.75% …
lm cooling effectiveness obtained from discrete film holes on the

71702-6 / Vol. 130, JULY 2008
downstream half of the passage with turbulence intensities of
0.75% and 13.4% �measured at the cascade inlet�, respectively.

Fig. 6 Measured film cooling effectiveness with various slot
injection rates „Tu=13.4% …

Fig. 7 Measured film cooling effectiveness with downstream

discrete film cooling

Transactions of the ASME
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he average blowing ratio varies from 0.5 to 2.0 based on the
ainstream velocity at the cascade exit. As shown in this figure,

ncreasing the blowing ratio decreases the film cooling effective-
ess. At the lowest blowing ratio of 0.5, very distinct film traces
re seen from each of the 12 film cooling holes. Increasing the
lowing ratio increases the momentum of the jets exiting the
oles, the jets blow off the endwall, and the coolant is carried
way with the mainstream flow. From flat plate film cooling stud-
es, it is accepted that the optimum blowing ratio occurs between
.5 and 1.0; increasing the blowing ratio beyond 1.0 for the cy-
indrical holes results in decreased film cooling effectiveness be-
ause the coolant does not remain attached to the surface. The
trong secondary flow behavior is very clear in Fig. 7�b-i�; the
rrows added to the figure indicate the compound angle of the film
ooling hole, designed to follow the blade profile. Regarding the
hree holes along the pressure side of the passage, the coolant
races follow the discharge angle of the holes. Near the trailing
dge of the blades, the passage vortex has already crossed the
assage from the pressure side to the suction side. Therefore, the
oolant from these pressure side holes does not significantly de-
iate from their injection angles. The migration of the passage
ortex is clearer with the middle row of film cooling holes. The
lm traces are significantly altered from the flow direction, and

he coolant is pushed to the suction side of the passage. The cool-
nt from the suction side holes covers less area than the other
oles. The passage vortex has continued to gain strength, and as
hown previously with the upstream slot, the coolant along the
uction surface tends to lift-off the endwall and attach to the suc-
ion surface of the blade due to the growing passage vortex.

The effect of increased turbulence intensity is opposite to the
ffect observed for the upstream injection. Figure 7 also shows the
easured film effectiveness with the turbulence grid in the wind

unnel. The turbulence intensity at the inlet of the cascade is
3.4%, but as the mainstream continues through the passage, the
urbulence intensity drops, and near the exit of the cascade, the
urbulence intensity is approximately 5% �31�. The effect of blow-
ng ratio with the increased freestream turbulence is the same as
he previous case: The blowing ratio of 0.5 offers the best film
ooling coverage. However, increasing the freestream turbulence
ecreases the film effectiveness for all blowing ratios. At Mf
1.0, the peak effectiveness clearly drops, but the increased tur-
ulence causes the jet to laterally spread, and more area is covered
etween the holes �while the length of the trace is reduced�. At the
ighest blowing ratio of 2.0, the discrete holes provide coverage
or a very small area, and the majority of the area is left unpro-
ected. It is also seen in Fig. 7�b-ii� that the traces from the middle
ow of jets merge together as the increased turbulence spreads the
ooling jets.

Combined Upstream Slot Injection and Downstream Dis-
rete Film Cooling. The detailed film cooling effectiveness is
easured on the endwall with upstream slot injection combined
ith discrete film cooling downstream for a freestream turbulence

ntensity of 0.75%. Figure 8 shows the film cooling effectiveness
istribution on the platform with a slot injection rate of 1.0% and
arious blowing ratios for the downstream film cooling holes.
rom Fig. 5�b�, a large area of the endwall was left uncooled
here the slot coolant did not cover. The discrete film cooling
oles obviously increased the effectiveness in the region near the
oles, but a large area along the pressure side of the channel
emains unprotected. The trends observed in this figure are the
ame as those observed in Fig. 5�a� and Fig. 7. Because the slot
oolant is quickly carried to the suction side of the passage, there
s no interaction between the slot coolant and the coolant from the
lm holes.
Increasing the slot injection rate to 2.0% yields protection

hroughout the entire passage. Now with the addition of down-
tream film cooling holes, the two coolants will interact. At the
owest film blowing ratio of 0.5, the peak effectiveness near the

lm holes is very high, as shown in Fig. 9. The peak effectiveness

ournal of Heat Transfer
can be as high as 0.81 immediately downstream of the first hole in
the middle row. However, when there was no upstream slot injec-
tion, the corresponding effectiveness was only 0.67 �an increase of
approximately 21%�. The increased effectiveness is due to the
film accumulation between the slot and film coolants. This effect
is less obvious with the increased blowing ratios, as the jets tend
to lift-off the surface. Although the peak effectiveness is not as
significantly affected at the increased blowing ratios, the effective-

Fig. 8 Measured film cooling effectiveness with combined slot
cooling „1%… and downstream film cooling „Tu=0.75% …

Fig. 9 Measured film cooling effectiveness with combined slot

cooling „2%… and downstream film cooling „Tu=0.75% …

JULY 2008, Vol. 130 / 071702-7
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ess on the downstream half of the passage does increase when
ompared to the measured effectiveness with only upstream injec-
ion. When the downstream film holes are combined with the up-
tream slot injection, the film coolant begins to cumulate. In ad-
ition, without the upstream slot injection, the high momentum

ig. 10 Laterally averaged film cooling effectiveness on the
assage endwall with upstream slot injection

Fig. 11 Laterally averaged film coo

wall downstream discrete film hole coo

71702-8 / Vol. 130, JULY 2008
downstream coolant readily blows off the surface �Fig 7�. How-
ever, with the upstream injection, even the high momentum does
not lift-off as readily, as it is deflected by the slot coolant and
remains attached to the passage endwall.

Laterally Averaged Film Cooling Effectiveness. Although
valuable insight can be obtained from the detailed distributions,
many times spanwise averaged plots offer additional insight and
provide clear comparisons for large amounts of data. Figures
10–13 make such comparisons of the cases previously discussed.
The effectiveness is averaged from the suction side to the pressure

effectiveness on the passage end-

Fig. 12 Laterally averaged film cooling effectiveness on the
passage endwall with combined upstream slot injection and
downstream discrete film hole cooling „Tu=0.75% …
ling

ling
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ide of the passage in the x direction, as shown in Fig. 3�a�. The
ffect of the freestream turbulence and injection rate on the effec-
iveness from the upstream slot injection can be seen in Fig. 10.
irst, increasing the injection rate increases the film cooling effec-

iveness. At the exit of the slot, the effectiveness of the injection
ates of 1.0%, 1.5%, and 2.0% is unity, and the effectiveness
radually decreases. The maximum film cooling effectiveness is
nly 0.74 �Tu=0.75% � for ms=0.5%. The average is significantly
ower because the coolant does not cover the entire passage, as
hown in Fig. 5�a�. Near the slot �x /Cax�0.4�, the level of the
lm cooling effectiveness for ms ranging from 1.0 to 2.0 is the
ame �including Tu=0.75% and 13.4%�. The blowing ratio effect
s clearly seen on the downstream half of the channel �x /Cax

0.4�, with the effectiveness being proportional to the injection
ate. The effect of freestream turbulence is also shown in this
gure; as discussed previously, increasing the turbulence intensity

ncreases the film cooling effectiveness because the passage sec-
ndary flow is weakened. The combined effect of weakening the
econdary flow by increased injection and increased turbulence
ncreases the film cooling effectiveness by a maximum of 20%.
he greatest combined effect is seen for ms=1.5%, where the film
ooling effectiveness is increased by as much as 80%.

The lateral averages for the downstream film cooling holes are
hown in Fig. 11. The effect of blowing ratio is seen by comparing
igs. 11�a�–11�d�. For both turbulence intensities, the film cooling
ffectiveness decreases with increasing blowing ratio. The effect
f freestream turbulence is more complicated. In general, in-
reased freestream turbulence decreases the film cooling effective-
ess on the platform �as also shown in Fig. 7�. This finding varies
rom studies of film cooled flat plates. For flat plate studies, it has
een shown that increasing the freestream turbulence decreases
he film cooling effectiveness at low blowing ratios and increases
he effectiveness at high blowing ratios. The film cooling effec-
iveness on the platform is influenced by both the freestream tur-
ulence intensity and the passage induced secondary flow �pas-
age vortex�. Increasing the freestream turbulence increased the
ffectiveness upstream due to the slot injection. With the turbu-
ence intensity being 13.4% at the inlet of the cascade, the passage
ortex was weakened. Near the trailing edge of the passage, where
he turbulence intensity is significantly lower �5%� and the pas-
age vortex is weakened, the coolant from the discrete holes can
ore readily lift-off the platform �when compared to the cases

Fig. 13 Comparison of the laterally averag
endwall with upstream slot injection with c
holes and tangential slot injection over a fla
ithout the turbulence grid�. Therefore, the effectiveness de-

ournal of Heat Transfer
creases with increased freestream turbulence due to the combined
effect of the freestream turbulence and the passage induced sec-
ondary flow.

Figure 12 clearly shows the combined effect of upstream slot
injection and downstream discrete film cooling holes. Beginning
with the slot injection rate of 1.0%, from the reference case �only
upstream slot injection with ms=1.0%�, the effectiveness drops
quickly. However, with the addition of downstream discrete film
hole cooling, the film cooling effectiveness increases more than
three times the amount without the discrete film holes, with the
greatest increase coming with the lowest film blowing ratio of
Mf =0.5. With the slot injection of 2.0%, the film cooling effec-
tiveness is greater than 1.0%. The film cooling effectiveness is
elevated with the film cooling holes; however, the increase is not
as significant as with the injection rate of 1.0%.

When considering the film cooling effectiveness on the passage
endwall, there has been a tendency to apply data or correlations
obtained from flat plate studies directly to the endwall. Figure 13
illustrates that the flat plate correlations should be cautiously ap-
plied to the endwall. Goldstein �40� gathered experimental data
and correlations for the film cooling effectiveness measured
downstream of both a slot and discrete film holes. Plotted with the
laterally averaged data from the present study are both a correla-
tion for the effectiveness due to discrete, inclined film cooling
holes and a correlation for tangential slot injection. The film cool-
ing effectiveness of the present study is clearly higher than the
accepted correlation for discrete hole film cooling. The coolant
exiting a discrete film hole is highly three dimensional with mul-
tiple pairs of vortices. These vortices increase the interaction be-
tween the coolant and the mainstream flow, and thus reduce the
film cooling effectiveness. However, when the coolant exits a full
coverage slot, the flow is more two dimensional, with mixing
occurring at the coolant—mainstream interface. The reduced mix-
ing results in better film coverage, and therefore, increased film
cooling effectiveness.

The interesting comparison is between the present results and
the correlation for tangential slot injection. Near the slot �x /MsS
�25�, the current experimental data for slot injection rates of 1%,
1.5%, and 2% collapse together with the established correlation.
The injection rate of 0.5% is lower than the correlation because
the coolant does not exit the slot uniformly �Fig. 5�a��. Therefore,
the lateral average for this lowest injection rate is lower than the

film cooling effectiveness on the passage
elations for discrete, inclined film cooling
ate
ed
orr
other experimental data and the correlation for tangential injec-
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ion. However, as x /MsS increases, the current experimental data
ignificantly deviates from the correlation. Beyond x /MsS=22,
he current experimental data are much lower than the established
orrelation. The contour plots in Fig. 5 clearly show the skewed
ffectiveness profiles through the passage. Unlike flow over a flat
late, the effectiveness on the passage endwall decreases due to
he passage secondary flow. This variation from the tangential slot
orrelation is seen for both freestream turbulence levels �Figs.
3�a� and 13�b��.

onclusions
The present study has experimentally studied the film cooling

ffectiveness on the blade platform within a five-blade, linear cas-
ade. With the blade profile common to advanced gas turbines, the
lm cooling effectiveness is significantly affected by the complex
econdary flow along the passage endwall. The PSP technique
learly demonstrates the impact of passage secondary flow on the
lm cooling effectiveness. The effect of the secondary flows can
e weakened, if the upstream injection rate is sufficiently large �at
east 1–2% of the mainstream flow�. Additionally, the passage
ortex can be weakened with increased freestream turbulence, so
he effectiveness due to the upstream slot injection increases.

The effect of the passage secondary flow is clearly seen when
he film cooling effectiveness measured on the cascade endwall is
ompared to the effectiveness measured on a flat plate with tan-
ential slot injection. Near the slot, the experimental data match
he correlation for the slot injection; however, downstream of the
lot, the passage secondary flow strongly affects the film cooling
ffectiveness, and the effectiveness is significantly reduced when
ompared to the flat plate correlation. Therefore, the direct appli-
ation of flat plate data to the blade platform should be cautiously
one.

The behavior of the discrete film cooling holes is best described
rom traditional flat plate film cooling studies with cylindrical
oles. The maximum effectiveness occurs when the blowing ratio
Mf� is 0.5. As the blowing ratio increases beyond 1.0, the coolant
ends to lift-off the surface, and protection is inadequate. Unlike
ith slot injection, increasing the freestream turbulence �from
.75% to 13.4% at the cascade inlet and 5% at the cascade outlet�
ecreases the film cooling effectiveness near the discrete film
ooling holes; this is also consistent with flat plate studies.

Finally, combining upstream slot injection with downstream
iscrete film hole cooling has the potential to further increase the
ndwall film cooling effectiveness. At an injection rate of 1.0%,
he film cooling effectiveness increases more than three times over
he effectiveness resulting from only upstream slot injection.
owever, when the injection rate is increased to 2.0%, the film

ffectiveness increases in this downstream region, but the amount
f increase is less than when film cooling is combined with the
.0% upstream slot injection rate.

Slot injection has the potential to provide adequate film cooling
rotection on the platform surface and additional, limited protec-
ion on the suction surface of the blade. If the available coolant is
tilized, excess discrete film hole cooling can be avoided.

cknowledgment
This publication was prepared with the support of the U.S. De-

artment of Energy, Office of Fossil Energy, National Energy
echnology Laboratory. However, any opinions, findings, conclu-
ions, or recommendations expressed herein are those of the au-
hors and do not necessarily reflect the views of the DOE.

omenclature
C � chord length of the blade

Cax � axial chord length of the blade
Cmix � oxygen concentration of mainstream-coolant

mixture

C� � oxygen concentration of mainstream

71702-10 / Vol. 130, JULY 2008
d � film hole diameter
h � local heat transfer coefficient �W /m2 K�
If � discrete film hole momentum flux ratio

�=	 fV
2

f /	mV2
m2�V2

f /V2
m2�

Is � slot injection momentum flux ratio
�=	sV

2
s /	mV2

m1�V2
s /V2

m1�
lf � discrete film hole length
ls � slot length

Mf � discrete film hole blowing ratio
�=	 fVf /	mVm2�Vf /Vm2�

ms � slot injection mass flow ratio �percentage of
the mainstream flow�

Ms � slot injection blowing ratio
�=	sVs /	mVm1�Vs /Vm1�

MFRtotal � total mass flux ratio �coolant to mainstream�
PO2 � partial pressure of oxygen
Re � mainstream flow Reynolds number based on

the inlet velocity and axial chord length
S � slot width �m�

Tc � coolant temperature �K�
Tf � film temperature �K�
Tm � local, mainstream temperature �K�
Ts � local, coolant temperature from upstream slot

�K�
Tu � turbulence intensity
Vf � discrete film hole velocity �m/s�

Vm1 � mainstream velocity at the cascade inlet �m/s�
Vm2 � mainstream velocity at the cascade exit �m/s�

Vs � slot injection velocity �m/s�
w � slot width �m�
x � axial distance from the cascade leading edge

�m�
� � lateral injection angle
� � streamwise injection angle

	 f � density of film coolant �kg /m3�
	m � density of mainstream �kg /m3�
	s � density of slot coolant �kg /m3�
� � film cooling effectiveness

References
�1� Han, J. C., Dutta, S., and Ekkad, S. V., 2000, Gas Turbine Heat Transfer and

Cooling Technology, Taylor & Francis, New York.
�2� Chyu, M. K., 2001, “Heat Transfer Near Turbine Nozzle Endwall,” Ann. N.Y.

Acad. Sci., 934, pp. 27–36.
�3� Langston, L. S., Nice, L. M., and Hooper, R. M., 1976, “Three-Dimensional

Flow Within a Turbine Cascade Passage,” ASME Paper No. 76-GT-50.
�4� Langston, L. S., 1980, “Crossflows in a Turbine Cascade Passage,” ASME J.

Eng. Power, 102, pp. 866–874.
�5� Goldstein, R. J., and Spores, R. A., 1988, “Turbulent Transport on the Endwall

in the Region Between Adjacent Turbine Blades,” ASME J. Heat Transfer,
110, pp. 862–869.

�6� Blair, M. F., 1974, “An Experimental Study of Heat Transfer and Film Cooling
on Large-Scale Turbine Endwall,” ASME J. Heat Transfer, 96, pp. 524–529.

�7� Graziani, R. A., Blair, M. F., Taylor, J. R., and Mayle, R. E., 1980, “An
Experimental Study of Endwall and Airfoil Surface Heat Transfer in a Large
Scale Turbine Blade Cascade,” ASME J. Eng. Power, 102, pp. 257–267.

�8� York, R. E., Hylton, L. D., and Mihelc, M. S., 1984, “An Experimental Inves-
tigation of Endwall Heat Transfer and Aerodynamics in a Linear Vane Cas-
cade,” ASME J. Eng. Gas Turbines Power, Vol. 106, pp. 159–167.

�9� Radomsky, R. W., and Thole, K. A., 2000, “High Free-Stream Turbulence
Effects on Endwall Heat Transfer for a Gas Turbine Stator Vane,” ASME J.
Turbomach., 122, pp. 299–708.

�10� Kwak, J. S., Lee, J. H., and Han, J. C., 2002, “Heat Transfer and Pressure
Distributions on a Gas Turbine Vane End-Wall,” Proceedings of the 12th In-
ternational Heat Transfer Conference, pp. 693–698.

�11� Takeishi, K., Matsuura, M., Aoki, S., and Sato, T., 1990, “An Experimental
Study of Heat Transfer and Film Cooling on Low Aspect Ratio Turbine
Nozzles,” ASME J. Turbomach., 112, pp. 488–496.

�12� Harasgama, S. P., and Burton, C. S., 1992, “Film Cooling Research on the
Endwall of a Turbine Nozzle Guide Vane in a Short Duration Annular Cas-
cade: Part 1—Experimental Technique and Results,” ASME J. Turbomach.,
114, pp. 734–740.

�13� Jabbari, M. Y., Marston, K. C., Eckert, E. R. G., and Goldstein, R. J., 1996,

“Film Cooling of the Gas Turbine Endwall by Discrete-Hole Injection,”

Transactions of the ASME



J

ASME J. Turbomach., 118, pp. 278–284.
�14� Friedrichs, S., Hodson, H. P., and Dawes, W. N., 1996, “Distribution of Film-

Cooling Effectiveness on a Turbine Endwall Measured Using the Ammonia
and Diazo Technique,” ASME J. Turbomach., 118, pp. 613–621.

�15� Friedrichs, S., Hodson, H. P., and Dawes, W. N., 1997, “Aerodynamic Aspects
of Endwall Film Cooling,” ASME J. Turbomach., 119, pp. 786–793.

�16� Friedrichs, S., Hodson, H. P., and Dawes, W. N., 1998, “The Design of an
Improved Endwall Film Cooling Configuration,” ASME Paper No. 98-GT-483.

�17� Barigozzi, G., Benzoni, G., Franchini, G., and Derdichizzi, A., 2005, “Fan-
Shaped Hole Effects on the Aero-Thermal Performance of a Film Cooled
Endwall,” ASME Paper No. GT2005-68544.

�18� Roy, R. P., Squires, K. D., Gerendas, M., Song, S., Howe, W. J., and Ansari,
A., 2000, “Flow and Heat Transfer at the Hub Endwall of Inlet Vane
Passages—Experiments and Simulations,” ASME Paper No. 2000-GT-198.

�19� Burd, S. W., Satterness, C. J., and Simon, T. J., 2000, “Effects of Slot Bleed
Injection Over a Contoured End Wall on Nozzle Guide Vane Cooling Perfor-
mance: Part II—Thermal Measurements,” ASME Paper No. 2000-GT-200.

�20� Oke, R., Simon, T., Shih, T., Zhu, B., Lin, Y. L., and Chyu, M., 2001, “Mea-
surements Over a Film-Cooled Contoured Endwall With Various Coolant In-
jection Rates,” ASME Paper No. 2001-GT-0140.

�21� Oke, R. A., and Simon, T. W., 2002, “Film Cooling Experiments With Flow
Introduced Upstream of a First Stage Nozzle Guide Vane Through Slots of
Various Geometries,” ASME Paper No. GT-2002-30169.

�22� Nicklas, M., 2001, “Film-Cooled Turbine Endwall in a Transonic Flow Filed:
Part II—Heat Transfer and Film Cooling Effectiveness,” ASME J. Turbom-
ach., 123, pp. 720–729.

�23� Liu, G., Liu, S., Zhu, H., Lapworth, B. C., and Forest, A. E., 2004, “Endwall
Heat Transfer and Film Cooling Measurements in a Turbine Cascade With
Injection Upstream of Leading Edge,” Heat Transfer Asian Res., 33, pp. 141–
152.

�24� Zhang, L. J., and Jaiswal, R. S., 2001, “Turbine Nozzle Endwall Film Cooling
Study Using Pressure-Sensitive Paint,” ASME J. Turbomach., 123, pp. 730–
735.

�25� Zhang, L. J., and Moon, H. K., 2003, “Turbine Nozzle Endwall Inlet Film
Cooling—The Effect of a Backward Facing Step,” ASME Paper No. GT2003-
38319.

�26� Knost, D. G., and Thole, K. A., 2004, “Adiabatic Effectiveness Measurements
of Endwall Film Cooling for a First Stage Vane,” ASME Paper No. GT2004-

53326.

ournal of Heat Transfer
�27� Cardwell, N. D., Sundaram, N., and Thole, K. A., 2005, “Effects of Mid-
Passage Gap, Endwall Misalignment and Roughness on Endwall Film-
Cooling,” ASME Paper No. GT2005-68900.

�28� Zess, G. A., and Thole, K. A., 2002, “Computational Design and Experimental
Evaluation of Using a Leading Edge Fillet on a Gas Turbine Vane,” ASME J.
Turbomach., 124, pp. 167–175.

�29� Shih, T. I. P., and Lin, Y. L., 2002, “Controlling Secondary-Flow Structure by
Leading-Edge Airfoil Fillet and Inlet Swirl to Reduce Aerodynamic Loss and
Surface Heat Transfer,” ASME Paper No. GT-2002-30529.

�30� Han, S., and Goldstein, R. J., 2005, “Influence of Blade Leading Edge Geom-
etry on Turbine Endwall Heat �Mass� Transfer,” ASME Paper No. GT2005-
68590.

�31� Zhang, L., and Han, J. C., 1994, “Influence of Mainstream Turbulence on Heat
Transfer Coefficients From a Gas Turbine Blade,” ASME J. Heat Transfer,
116, pp. 896–903.

�32� Wright, L. M., Gao, Z., Varvel, T. A., and Han, J. C., 2005, “Assessment of
Steady State PSP, TSP, and IR Measurement Techniques for Flat Plate Film
Cooling,” ASME Paper No. HT2005-72363.

�33� Gao, Z., Wright, L. M., and Han, J. C., 2005, “Assessment of Steady State PSP
and Transient IR Measurement Techniques for Leading Edge Film Cooling,”
ASME Paper No. IMECE2005-80146.

�34� Ahn, J., Schobeiri, M. T., Han, J. C., and Moon, H. K., 2004, “Film Cooling
Effectiveness on the Leading Edge of a Rotating Turbine Blade,” ASME Paper
No. IMECE2004-59852.

�35� Ahn, J., Schobeiri, M. T., Han, J. C., and Moon, H. K., 2005, “Film Cooling
Effectiveness on the Leading Edge of a Rotating Film-Cooled Blade Using
Pressure Sensitive Paint,” ASME Paper No. GT2005-68344.

�36� Ahn, J., Mhetras, S., and Han, J. C., 2004, “Film-Cooling Effectiveness on a
Gas Turbine Blade Tip Using Pressure Sensitive Paint,” ASME Paper No.
GT2004-53249.

�37� Mhetras, S., Yang, H., Gao, Z., and Han, J. C., 2005, “Film-Cooling Effective-
ness on Squealer Rim Walls and Squealer Cavity Floor of a Gas Turbine Blade
Tip Using Pressure Sensitive Paint,” ASME Paper No. GT2005-68387.

�38� Coleman, H. W., and Steele, W. G., 1989, Experimentation and Uncertainty
Analysis for Engineers, Wiley, New York.

�39� Suryanarayanan, A., Mhetras, S. P., Schobeiri, M. T., and Han, J. C., 2006,
“Film Cooling Effectiveness on a Rotating Blade Platform,” ASME Paper No.
GT2006-90034.
�40� Goldstein, R. G., 1971, “Film Cooling,” Adv. Heat Transfer, 7, pp. 321–379.

JULY 2008, Vol. 130 / 071702-11



1

h
s
v
p
t
i
w

r
e
�
m
i
o
v
M
o
t
L
n
c
c
s
a
A
t
n
n

N

r
L

J

Ali Jabari Moghadam

Asghar Baradaran Rahimi1

Professor
e-mail: rahimiab@yahoo.com

Faculty of Engineering,
Ferdowsi University of Mashhad,

P.O. Box 91775-1111,
Mashhad 91775, Iran

A Numerical Study of Flow and
Heat Transfer Between Two
Rotating Spheres With
Time-Dependent Angular
Velocities
The transient motion and the heat transfer of a viscous incompressible fluid contained
between two vertically eccentric spheres maintained at different temperatures and rotat-
ing about a common axis with different angular velocities are numerically considered
when the angular velocities are arbitrary functions of time. The resulting flow pattern,
temperature distribution, and heat transfer characteristics are presented for the various
cases including exponential and sinusoidal angular velocities. Long delays in heat trans-
fer of large portions of the fluid in the annulus are observed because of the angular
velocities of the corresponding spheres. As the eccentricity increases and the gap between
the spheres decreases, the Coriolis forces and convection heat transfer effect in the
narrower portion increase. Special results for concentric spheres are obtained by letting
eccentricity tends to zero. �DOI: 10.1115/1.2907434�

Keywords: flow and heat transfer, vertically eccentric rotating spheres, time-dependent
angular velocities, numerical solution
Introduction
The transient motion of an incompressible viscous fluid and its

eat transfer in a rotating spherical annulus are numerically con-
idered when the spheres are vertically eccentric and their angular
elocities about a common axis of rotation may be arbitrarily
rescribed functions of time. Such motions may be described in
erms of a pair of coupled nonlinear partial differential equations
n three independent variables and the energy equation is linear
hen velocity field is known.
Available theoretical work concerning such problems is prima-

ily of a boundary-layer or singular-perturbation character consid-
red by Howarth �1�, Proudman �2�, Lord and Bowden �3�, Fox
4�, Greenspan �5�, Carrier �6�, and Stewartson �7�. The first nu-
erical study of time-dependent viscous flow between two rotat-

ng spheres has been presented by Pearson �8� in which the cases
f one �or both� sphere is given an impulsive change in angular
elocity starting from a state of either rest or uniform rotation.
unson and Joseph �9� have considered the case of steady motion

f a viscous fluid between concentric rotating spheres using per-
urbation techniques for small values of Reynolds number and a
egendre polynomial expansion for larger values of Reynolds
umbers. Thermal convection in rotating spherical annuli has been
onsidered by Douglass et al. �10� in which the steady forced
onvection of a viscous fluid contained between two concentric
pheres, which are maintained at different temperatures and rotate
bout a common axis with different angular velocities, is studied.
pproximate solutions to the governing equations are obtained in

erms of a regular perturbation solution valid for small Reynolds
umber and a modified Galerkian solution for moderate Reynolds
umbers. Viscous dissipation is neglected in their study and all

1Corresponding author.
Contributed by the Heat Transfer Division of ASME for publication in the JOUR-

AL OF HEAT TRANSFER. Manuscript received February 27, 2007; final manuscript
eceived September 15, 2007; published online May 19, 2008. Review conducted by

ouis C. Burmeister.

ournal of Heat Transfer Copyright © 20
fluid properties are assumed constant. A study of viscous flow in
oscillatory spherical annuli has been done by Munson and Dou-
glass �11� in which a perturbation solution valid for slow oscilla-
tion rates is presented and compared to the experimental results.
Another interesting work is the study of the axially symmetric
motion of an incompressible viscous fluid between two concentric
rotating spheres done by Gagliardi et al. �12�. This work involves
the study of the steady state and transient motion of a system
consisting of an incompressible, Newtonian fluid in an annulus
between two concentric, rotating, rigid spheres. The primary pur-
pose of their research was to study the use of an approximate
analytical method for analyzing the transient motion of the fluid in
the annulus between spheres, which are suddenly started and to
compare the results with those of Yang et al. �13� and Ni and
Negro �14�. These problems include the case where one or both
spheres rotate with prescribed constant angular velocities and the
case in which one sphere rotates due to the action of an applied
constant or impulsive torque.

The study of transient motion and heat transfer of an incom-
pressible viscous fluid filling the annulus of two vertically eccen-
tric spheres rotating at angular velocities that are any prescribed
function of time has not been considered in the literature. In the
present study, a numerical solution of unsteady momentum and
energy equations is presented for viscous flow between two ver-
tically eccentric rotating spheres maintained at different tempera-
tures, which are rotating with time-dependent angular velocities.
Results for some example functions including exponential and
sinusoidal angular velocities are presented when the outer sphere
initially starts rotating with a constant angular velocity and the
inner sphere starts rotating with a prescribed time-dependent func-
tion. Such containers are used in engineering designs, such as
centrifuges and fluid gyroscopes, and also are important in geo-
physics. Special results for concentric spheres are obtained by

letting eccentricity tend to zero.
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Problem Formulation
The geometry of the spherical annulus considered is indicated

n Fig. 1. The vertical eccentricity of the outer sphere is measured
y the distance e. If the outer sphere is placed above the central
osition, e has a positive value, otherwise e is negative. The origin
f the spherical coordinate system is the inner sphere center and
he characteristic radius of the outer sphere, R0�, is a function of �.

Newtonian, viscous, incompressible fluid fills the gap between
he inner and outer spheres, which are of radii Ri and Ro and with
onstant surface temperatures Ti and To and rotate about a com-
on axis with angular velocities �i and �o, respectively. The

omponents of velocity in directions r, �, and � are vr, v�, and v�,
espectively. These velocity components for incompressible flow
nd in meridian plane satisfy the continuity equation and are re-
ated to stream function � and angular momentum function � in
he following manner:

�r =
��

r2 sin �
, �� =

− �r

r sin �
, �� =

�

r sin �
, �1�

ince the flow is assumed to be independent of the longitude,�,
he nondimensional Navier–Stokes equations and energy equation
an be written in terms of the stream function and the angular
elocity function as follows:

��

�t
+

���r − �r��
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1

Re
D2� �2�
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n which the nondimensional quantities Reynolds number �Re�,
randtl number �Pr�, Peclet number �Pe�, and Eckert number �Ek�

Fig. 1 Geometry of eccentric rotating spheres
re defined as
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Re =
�oro

2

�
, Pr = �/�, Pe = Re Pr =

�oro
2

�
, Ek =

��o

cP�To − Ti�
�5�

Here, Eq. �2� is the �-momentum and Eq. �3� is obtained by
omitting pressure term between r-momentum and �-momentum
equations. The following nondimensional parameters have been
used in the above equations and then the asterisks have been omit-
ted:

t* = t�o, r* =
r

ro
, �* =

�

ro
3�o

, �* =
�

ro
2�o

,

�6�

T* =
T − Ti

To − Ti
, e* =

e

Ro

in which ro and �o the are reference values, which are selected as
Ro and �o, respectively. The nondimensional boundary and initial
conditions for the above governing equations are as follows.

For t�0,

� = 0

� = 0

T = 0

everywhere

For t�0,

� = 0 → �� = 0, D2� = 0, � = 0�,
�T

��
= 0

� = 	 → �� = 0, D2� = 0, � = 0�,
�T

��
= 0

r = Ri/Ro → � = 0, �r = 0, � =
�iRi

2

�oRo
2 sin2 �

T = o
�

r = Ro�/Ro = e cos � + ��1 − e2 sin2 ��

→ � = 0, �r = 0, � =
�oRo�

2

�oRo
2 sin2 �

T = 1
� �7�

where

D2 �
�2

�r2 +
1

r2

�2

��2 −
cot �

r2

�

��

These governing equations along with the related boundary and
initial conditions were numerically solved as described in the next
section.

3 Computational Procedure
The two equations governing the fluid motion show that each is

describing the behavior of one of the dependent variables � and
�. On the other hand, these two equations are coupled only
through nonlinear terms. To solve the problem, the momentum
equations were discretized by the finite-difference method and
implicit-explicit schemes. Because of the known velocity field, the
energy equation is linear and is solved keeping all its terms. In
each time step �n+1�, the value of the dependent variables are
guessed from their values at previous time steps �n�, �n−1�, and
�n−2� and after using them in difference equations and repeating
this, until obtaining the desired convergence, will lead to the cor-
rected values at that time step. The same procedure is applied for
the next time step.

The flow field considered is covered with a regular mesh. To
solve the system of linear difference equations, a tridiagonal

method algorithm is used in both directions r and �, Press et al.
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15�. Direct substitution of previous values of dependent variables
y new calculated values can cause calculation instability, in gen-
ral. To overcome this problem, a weighting procedure is used in
hich the optimum weighting factor depends on Reynolds num-
er. The greater the Reynolds number, the smaller weighting fac-
or is used to avoid instability of the results. The mesh size used in
he numerical solution for equator of the circle is a uniform 40

20 or 50
25 ��-direction
r-direction, respectively� with the
atio of Rout /Rin=2, which is generally a finer mesh size, though a
igger mesh size could still produce acceptable results.

In this work, the sphere angular velocity has been considered a
unction of time and to apply this time function to the program, an
verage value at the beginning of each time step has been calcu-
ated and used for the sphere angular velocity function. Therefore,
or each considered time step, the sphere velocity is defined and
ectionally continuous. To verify the validity of the numerical
rocedure used in this work, comparisons with the other research
tudies, such as Refs. �8–10�, have been done for the case of e
0, which show exact agreements. The results used in these com-
arisons have been reproduced from these references as in Fig. 2.

Presentation of Results
If the bounding spherical surfaces were stationary, there would

e no fluid motion and the temperature distribution would simply

Fig. 2 Contours of � for R
Fig. 3 Contours of � for Re=1

ournal of Heat Transfer
be a conduction distribution. Any rotation of the bounding spheres
sets up a primary flow around the axis of rotation with a fluid
particle’s angular velocity defined as ���. This relative motion
induces an unbalanced centrifugal force field, which drives the
secondary flows ��� in the meridian plane. Thus, if the bounding
spheres are of unequal temperatures, this secondary flow produces
forced convection within the annulus, resulting in a temperature
distribution, which is different from the pure conduction distribu-
tion. The relative magnitudes of the secondary flow and forced
convection effects depend on the parameters involved, including
those concerning the geometry of the flow such as Rio=Ri /Ro,
eccentricity and those concerning the dynamics of the flow such
as �io=�i /�o, Prandtl number, and Reynolds number. These sec-
ondary flows known as vortex have clockwise or counterclock-
wise motion �in first quadrant and vice versa in fourth quadrant�
depending on whether or not the outer sphere or the inner sphere
is dominant, as far as the secondary flow is concerned. To have a
better understanding of the effect of secondary flows on tempera-
ture distribution, the contours of �T−Tc� are also presented in this
study, which show the difference between the actual temperature
and the pure conduction case. Here, Tc is the temperature profile
for pure conduction case and depends only on r. The flow and
temperature fields are symmetric with respect to the rotation axis
and also the equator plane if the spheres are concentric. However,

000, �io=−exp„1− t…, e=0.1
e=1
000, �io=−exp„1− t…, e=0.1
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hen the spheres are eccentric, then the flow and temperature
elds are only symmetric with respect to the axis of rotation. The
ases considered here include time-dependent angular velocities,
hich are exponential �usually encountered in start up and stop-
ing in rotary machines� and sinusoidal �usually encountered in
ixing machines�. Results for the velocity and temperature fields

re presented for cases when the outer sphere is rotating with a
onstant angular velocity and the inner sphere starts rotating with
he prescribed function of time angular velocities. The viscous
issipation terms are taken into account for completeness of the
roblem formulation and also improvement of the results in com-
arison to Ref. �10�, in view of the fact that a low Eckert number
s used in this study.

The velocity fields for the particular case of inner sphere angu-
ar velocity, �io=−exp�1− t�, and outer sphere rotating with con-
tant angular velocity are presented in Figs. 2 and 3 for Reynolds
umber Re=1000 and e=0.1 at selected time values. At the be-
inning when the vortices �� contours� are formed, it is seen that
he annulus space is under the effect of both spheres, which are
ominating the flow field. A clockwise vortex close to the outer
phere and a counterclockwise vortex close to the inner sphere
both in first quadrant� are formed, Fig. 2�a�. The size and the
irection of these vortices are different in fourth quadrant because
f the eccentricity. This factor also causes the vortices in first
uadrant to penetrate into the fourth quadrant and compress the
ortices in this region. As the inner angular velocity decreases

Fig. 4 Contours of T for Re=1000
Fig. 5 Contours of „T−Tc… for Re=1000,

71703-4 / Vol. 130, JULY 2008
with time, its effect on the secondary flow diminishes. During this
time, the clockwise vortex considerably grows and after some
time there is only one big counterclockwise vortex, which indi-
cates that the outer sphere is dominating the flow. As can be seen
from the Figs. 2�b�, the flow pattern tends toward the situation that
the inner sphere is stationary, as one expects. Contours of � for
different time values are shown in Fig. 3. Since the Reynolds
number is large, these contours get closer to the inner sphere at the
equator. In fact, for large Reynolds numbers �approximately larger
than Re=300�, this secondary flow causes a considerable change
in peripheral velocity �primary flow velocity profile�. In general,
the fluid particles in the vicinity of the equator move toward the
inner sphere and return toward the axis of rotation. As a result, a
secondary distribution of peripheral velocity forms, which affects
the flow in meridian plane again. As time advances and if the
Reynolds number is large, in the corner region between the outer
sphere and equator line, the angular velocity contours move in-
ward and those contours in the vicinity of axis of rotation move
outward. This effect can be described by considering the distribu-
tion of angular momentum. The rotation of the outer sphere pro-
vides a certain amount of angular momentum for the system that
is redistributed by flow in the meridian plane and by Coriolis
forces and nonlinear advection. The fact that the total angular
momentum of the azimuthal flow must be conserved by upward
and downward moving fluid shows that the rotations of the up-
ward moving elements of fluid �near pole� slow down and the

=10, Ek=0, �io=−exp„1− t…, e=0.1
, Pr
Pr=10, Ek=0, �io=−exp„1− t…, e=0.1
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otations of the downward moving elements of fluid �near equa-
or� speed up. The Coriolis forces are bigger in the lower hemi-
phere than in the upper hemisphere because of the eccentricity.

The contours of T and �T−Tc� for the inner angular velocity of

io=−exp�1− t�, Re=1000, Pr=10, and Ek=0 are shown in Figs.
and 5 for the case of e=0.1. At the outset when both spheres

ig. 6 Contours of T for Re=1000, Pr=1, Ek=0, �io=−exp„1
t…, e=0.1

ig. 7 Contours of „T−Tc… for Re=1000, Pr=1, Ek=0, �io=
exp„1− t…, e=0.1
Fig. 10 Contours of � for Re=1000, P

ournal of Heat Transfer
dominate the flow, the diffusion of heat from the outer sphere into
the field approximately takes place in a steady manner but as the
rotation effect of the inner sphere becomes weak the temperature
field considerably grows from the vicinity of the equator and af-
fects the whole field. This phenomenon is more visible in the
lower hemisphere. As far as �T−Tc� contours, it is seen that at the

Fig. 8 Contours of T for Re=1000, Pr=1, Ek=0.001, �io=−exp
„1− t…, e=0.1

Fig. 9 Contours of „T−Tc… for Re=1000, Pr=1, Ek=0.001, �io
=−exp„1− t…, e=0.1
r=10, Ek=0, �io=2 sin„�t /2…, e=0.1
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eginning the flow is forming; the difference between the actual
emperature and the pure conduction temperature can be seen only
n the region near the outer sphere, but as time passes this differ-
nce becomes larger because of convection. It is obvious that this
ifference shows itself in the form of positive and negative num-
ers. The contours near the pole are negative and the contours
ear the equator are positive. This is because the clockwise flow,
hich is formed by the rotation of the outer sphere, would transfer

he heat of this sphere into the field and toward the equator and
he inner sphere. On the contrary, as it moves along the inner
phere and rotation axis, it transfers the inner sphere coldness
oward the outer sphere and the pole. As a result, in the vicinity of
he pole, there are temperatures that are lower than the pure con-
uction case and in the vicinity of the equator there are tempera-
ures that are higher than pure conduction case. Again, this differ-
nce is more visible in the lower hemisphere. As evidenced in Fig.
, it is interesting to note that the angular velocities of spheres can
ause long delays in heat transfer to the fluid in large areas of the
nnulus around the poles.

Figures 6 and 7 present the T and �T−Tc� contours for the same
onditions as in Figs. 4 and 5 except for Pr=1. As can be seen in
his case, the heat diffuses faster because the heat diffusion

echanism by conduction is stronger than the diffusion of heat by
onvection and also as the inner sphere rotates, a counterclock-
ise vortex is formed, which curbs the heat convection and its

ransfer to the field. Therefore, when the Prandtl number is lower,
he temperature field grows faster. This can be seen in Fig. 7
here the contours are steadier. Note that this diffusion of heat is
ore visible in lower hemisphere. The difference between Figs. 8

nd 9 compared to Figs. 6 and 7 is in the Eckert number. The
ckert number is related to viscous dissipations, which are the
radients of velocity that show their effects as a source of heat in
nergy equation. This source, in fact, expresses the conversion of
inetic energy to heat energy, which causes the temperature of the
ow field to rise. This effect �gradients of velocity� is seen in Fig.
in which the temperature field has more expansion compared to
ig. 6. Looking at Figs. 9 and 7, this difference is much clearer.
hese velocity gradients are the reason for the difference between

he actual temperature and the case of pure conduction and can be
een better at the vicinity of inner sphere in Fig. 9 compared to
ig. 7. Also, as expected, the temperatures are higher when the
issipation terms are not omitted, such as in Ref. �10� and for the
ase of e=0.

Figures 10 and 11 have been drawn for inner angular velocity,
io=2 sin�	 /2t� for Re=1000, Pr=10, Ek=0, for the case of e
0.1 and in two consecutive periods �second and third� for the

ine function. As known, the sine function oscillates between −1
nd 1. In these figures, the second and third periods after the

Fig. 11 Contours of � for Re=1000
inusoidal movement have been considered. Inner sphere angular

71703-6 / Vol. 130, JULY 2008
velocity in Figs. 10�a� and 10�b� is approximately �io=0.0314
and −1.998, respectively. The time values selected in these figures
are when the inner sphere velocity has come to an important
change, meaning that it has been considered immediately after a
change of acceleration. For example, for the time value between
Case �a� and just before Case �b�, the inner sphere acceleration is
positive and the time value at �b� is the starting point of negative
acceleration for this sphere. As can be seen in Fig. 11, the angular

Fig. 12 Contours of T for Re=1000, Pr=10, Ek=0, �io
=2 sin„�t /2…, e=0.1

Fig. 13 Contours of „T−Tc… for Re=1000, Pr=10, Ek=0, �io

r=10, Ek=0, �io=2 sin„�t /2…, e=0.1
, P
=2 sin„�t /2…, e=0.1
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elocity of a fluid element in the vicinity of the inner sphere is
lso dependent on the past accelerations. For example, the inner
phere has a sinusoidal oscillation with a positive velocity of
.0314 at t=4.01, while nearby fluid elements have negative an-
ular velocity. Therefore, as the outer sphere containing a constant
elocity has a continuous and steady effect on the entire flow
eld, the inner sphere having an oscillating velocity between −2
nd 2 �periodic positive and negative acceleration� induces an
nsteady and oscillatory type of effect on the layers in the vicinity
f the inner sphere. Also, the effect of eccentricity clearly portrays
he unsymmetric situation in these figures. The vortex caused by
he inner sphere is considerably smaller in the lower hemisphere
ompared to the upper hemisphere because eccentricity causes
roduction of a bigger Coriolis force in lower hemisphere.

The T and �T−Tc� contours for the inner angular velocity of

io=2 sin�	 /2t� are depicted in Figs. 12 and 13 for Re=1000,
r=10, and Ek=0. Similar types of discussions as for Figs. 4 and
apply here as well. Also, the delay in heat transfer to the fluid in

arge portions of annulus can be seen in Fig. 12. Again, the pro-
les show that because of the eccentricity the Coriolis force in the

ower hemisphere is bigger than in the upper hemisphere and
herefore, it warms up faster.

The flow and heat transfer results for exponential inner angular
elocities as before and selected values of Reynolds, Prandtl, and
ckert numbers are shown in Figs. 14 and 15 for the case when

he eccentricity factor is e=0.05. The difference between the size
nd the direction of � contours in the fourth quadrant and also less

Fig. 14 Flow and heat transfer for R
enetration of the vortices from the first quadrant into this quad-

ournal of Heat Transfer
rant can be consistently seen from these figures by comparing
with the corresponding results for the case of e=0.1. Here, the
Coriolis forces in the lower hemisphere are not as big as for the
higher eccentricity case and, therefore, the warming process is not
as fast.

1000, Pr=10, Ek=0, �io=−exp„1− t…

Fig. 15 Contours of � for Re=1000 and �io=−exp„1− t… for e

=0

JULY 2008, Vol. 130 / 071703-7
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Fig. 18 Wall heat flux for Re=1000, P
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Figures 15–17 present the velocity field and the heat transfer
results for exponential and sinusoidal inner angular velocities for
the case of concentric spheres where eccentricity is zero. In this
case, the flow and the temperature fields are symmetric with re-
spect to the rotation axis as well as to the equatorial plane. The
consistency of the concentric spheres results with the results of the
eccentric spheres cases can be seen by direct comparison.

Figures 18 and 19 present the wall heat flux for selected values
of sphere rotational functions, �io=−exp�1− t�, �io=2 sin�	 /2t�
and, for example, for Re=1000, Ek=0, e=0.1, Pr=10 and se-
lected time values. As expected and like in the case of the tem-
perature, the heat flux contours are not symmetric. The outer
sphere wall heat flux decreases as time increases. The inner sphere
wall heat flux is nonzero only when the inner sphere starts feeling
the oncoming heat from the outer sphere.

The results for the nondimensional total heat transfer with re-
spect to time according to qnondimensional=qdimensional /k�To−Ti� /ro
are presented in Fig. 20 for different rotational angular velocities
and selected values of flow and heat transfer parameters for the
case of e=0.1. Time to reach steady-state situation for different
rotational angular velocities and also Prandtl numbers is depicted
in this presentation.

Fig. 19 Wall heat flux for Re=1000, Pr=10, Ek=0, �io
=2 sin„�t /2…, e=0.1
ig. 16 Contours of � for Re=1000 and �io=−exp„1− t… for e
0

ig. 17 Contours of T for Re=1000, Pr=10, Ek=0, and �io=
r=10, Ek=0, �io=−exp„1− t…, e=0.1
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Conclusions
A numerical study of flow and heat transfer of a viscous incom-

ressible fluid within a rotating spherical annulus has been ex-
cuted when the spheres have time-dependent prescribed values of
ngular velocities. The characteristics of the flow and temperature
elds are strongly dependent on the values of the various dimen-
ionless parameters considered. The characteristics of angular ve-
ocity and temperature distribution for small Reynolds numbers
re similar, which is expected since it is a situation where there is
balance between convection and diffusion of momentum and

eat. At small Reynolds numbers, the secondary flow or the vor-
ices, which cause forced convection, are small and the local heat
ransfer is not much different from that for pure conduction. How-
ver, for large Reynolds numbers, some deviations are seen in
ngular velocity and temperature distributions, which is an indi-
ation of the effect of secondary flow on the primary flow. Since
e have considered the case with time-dependent angular veloci-

ies, the relative velocities of the spheres are functions of time.
pplying these angular velocities, shear layers are formed in the
icinity of the spheres, which get thicker because of viscous dif-
usion and, depending on the flow conditions, one or two circula-
ions are formed in meridian plane. Long delays in heat transfer of
he big portion of the fluid in the annulus are observed because of
he angular velocities of the corresponding spheres. As the eccen-
ricity increases and the gap between the spheres decreases, the
oriolis forces and convection heat transfer in the narrower por-

ion increase. The results for concentric spheres are obtained by
etting eccentricity tends to zero. In this case, the flow and tem-
erature fields are symmetric with respect to the rotation axis as

Fig. 20 Total heat transfer for Re=1000, Ek=0, selected va
=2 sin„�t /2…
ell as to the equatorial plane.

ournal of Heat Transfer
References
�1� Howarth, L., 1951, “Note on Boundary Layer on a Rotating Sphere,” Philos.

Mag., 7�42�, pp. 1308–1311.
�2� Proudman, I., 1956, “The Almost-Rigid Rotation of Viscous Fluid Between

Concentric Spheres,” J. Fluid Mech., 1, pp. 505–516.
�3� Lord, R. G., and Bowden, F. P., 1963, “Boundary Layer on a Rotating Sphere,”

Proc. R. Soc. London, Ser. A, 271, pp. 143–146.
�4� Fox, J., 1964, “Singular Perturbation of Viscous Fluid Between Spheres,”

NASA TN D-2491, pp. 1–50.
�5� Greenspan, H. P., 1964, “Axially Symmetric Motion of a Rotating Fluid in a

Spherical Annulus,” J. Fluid Mech., 21, pp. 673–677.
�6� Carrier, G. F., 1966, “Some Effects of Stratification and Geometry in Rotating

Fluids,” J. Fluid Mech., 24, pp. 641–659.
�7� Stewartson, K., 1966, “On Almost Rigid Rotations. Part 2,” J. Fluid Mech.,

26, pp. 131–144.
�8� Pearson, C., 1967, “A Numerical Study of the Time-Dependent Viscous Flow

Between Two Rotating Spheres,” J. Fluid Mech., 28, pp. 323–336.
�9� Munson, B. R., and Joseph, D. D., 1971, “Viscous Incompressible Flow Be-

tween Concentric Rotating Spheres, Part I: Basic Flow,” J. Fluid Mech., 49,
pp. 289–303.

�10� Douglass, R. W., Munson, B. R., and Shaughnessy, E. J., 1978, “Thermal
Convection in Rotating Spherical Annuli-1. Forced Convection,” Int. J. Heat
Mass Transfer, 21, pp. 1543–1553.

�11� Munson, B. R., and Douglass, R. W., 1979, “Viscous Flow in Oscillatory
Spherical Annuli,” Phys. Fluids, 22�2�, pp. 205–208.

�12� Gagliardi, J. C., Nigro, N. J., Elkouh, A. F., and Yang, J. K., 1990, “Study of
the Axially Symmetric Motion of an Incompressible Viscous Fluid Between
Two Concentric Rotating Spheres,” J. Eng. Math., 24, pp. 1–23.

�13� Yang, J. K., Nigro, N. J., and Elkouh, A. F., 1989, “Numerical Study the
Axially Symmetric Motion of an Incompressible Viscous Fluid in an Annulus
Between Two Concentric Rotating Spheres,” Int. J. Numer. Methods Fluids, 9,
pp. 689–712.

�14� Ni, W., and Nigro, N. J., 1994, “Finite Element Analysis of the Axially Sym-
metric Motion of an Incompressible Viscous Fluid in a Spherical Annulus,”
Int. J. Numer. Methods Fluids, 19, pp. 207–236.

�15� Press, W. H., Flannery, B. P., Teukolsky, S. A., and Vetterling, W. T., 1997,
Numerical Recipes: The Art of Scientific Computing, Cambridge University

s of Prandtl numbers, e=0.1 and „a… �io=−exp„1− t…, „b… �io
lue
Press, Cambridge.

JULY 2008, Vol. 130 / 071703-9



I

r
a
s
o
t
s
c
t
t
i
t
b
�
W
K
v
p
t
s
s
t
t
c
i
o
H
n
p

s
a

N

c
J

J

Ali Rozati

Danesh K. Tafti1

e-mail: dtafti@vt.edu

Mechanical Engineering Department,
Virginia Polytechnic Institute and State

University,
114-I Randolph Hall,

Mail Code 0238,
Blacksburg, VA 24061

Neal E. Blackwell
U.S. Army RDECOM CERDEC,

Fort Belvoir, VA 22060-5816

Effect of Pin Tip Clearance on
Flow and Heat Transfer at Low
Reynolds Numbers
Cylindrical pin fins with tip clearances are investigated in the low Reynolds number
range 5�ReD�400 in a plane minichannel. Five tip gaps are investigated ranging from
a full pin fin �t*�0.0� to a clearance of t*�0.4D*, where D* is the pin diameter. It is
established that unlike high Reynolds number flows, the flow and heat transfer are quite
sensitive to tip clearance. A number of unique flow effects, which increase the heat
transfer performance, are identified. The tip gap affects the heat transfer coefficient by
eliminating viscosity dominated end wall effects on the pin, by eliminating the pin wake
shadow on the end walls, by inducing accelerated flow in the clearance, by reducing or
impeding the development of recirculating wakes, and by redistributing the flow along the
height of the channel. In addition, tip gaps also reduce form losses and friction factor. A
clearance of t*�0.3D* was found to provide the best performance at ReD�100; how-
ever, for ReD�100, both t*�0.2D* and 0.3D* were comparable in performance.
�DOI: 10.1115/1.2909184�

Keywords: heat transfer, pin fins, tip clearance, low Reynolds number, thermal
performance, minichannels
ntroduction
Extended surfaces, or fins, are commonly used to increase the

ate of heat transfer by increasing the total heat transfer surface
rea, boundary layer regeneration, and inducing secondary flow
tructures to increase mixing. Among the various types and shapes
f fins, pin fins are particularly used in internal channels such as
he trailing edge of turbine blades and heat sinks. Ligrani et al. �1�
howed that pin fins are capable of augmenting the heat transfer
oefficient up to 500%, with penalty in friction factor up to 20
imes greater than a base line plane channel. Numerous investiga-
ions have been conducted on the effect of pin fins on heat transfer
n a channel. Metzger et al. �2� and Arora and Messeh �3� studied
he behavior of Nusselt number with the pin row number. Studies
y Sparrow and co-workers �4,5�, Goldstein et al. �6�, Chyu et al.
7�, Bilen et al. �8�, Short et al. �9,10�, Saha and Acharya �11�,

on et al. �12�, Marques and Kelly �13�, Uzol and Comci �14�,
osar et al. �15�, and Peles et al. �16� investigated the effect of
arious parameters such as Reynolds number, pin pitch, variable
roperties, pin density, and pin height on heat transfer augmenta-
ion and thermal performance. The majority of these studies
howed that as Reynolds number increases and flow becomes un-
teady and eventually turbulent, the formation of a horseshoe vor-
ex pair at the upstream junction of pin and end wall and other
hree-dimensional flow structures augment the Nusselt number
ompared to plane channel flow. Ko et al. �17� used flow visual-
zation techniques to show the three dimensionalities of the sec-
ndary structures, which are expected to enhance the heat transfer.
owever, this augmentation decreases with increase in Reynolds
umber. In general, staggered arrays have proven to have a better
erformance compared to in-line arrays of pins.

Modifications to the fin shape, such as using a diamond or cubic
haped pin, can also be potentially beneficial to the heat transfer in
pin finned channel. One modification that has been studied by a
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AL OF HEAT TRANSFER. Manuscript received April 20, 2007; final manuscript re-
eived October 8, 2007; published online May 20, 2008. Review conducted by

ayathi Murthy.

ournal of Heat Transfer Copyright © 20
few investigators is the introduction of a clearance on the top of
the pin. Sparrow and Ramsey �18� studied the heat transfer and
pressure drop in arrays of cylinder with tip clearance. Three
heights for the pins were used: 30%, 60%, and 87% of the channel
height, while the pin diameter was 30% of the channel height.
Results showed an increase in mass/heat transfer as Reynolds
number increased �1000�Re�9000, where Re was calculated
based on maximum velocity and cylinder diameter�. Pressure drop
increased considerably with decreasing the tip clearance. Since
mass/heat transfer coefficient was only measured on the coated
cylinders, the effect of tip clearance was only studied on the cyl-
inders, not the end walls. Jubran et al. �19� studied the effect of tip
clearance on both staggered and in-line arrays of cylindrical fins,
where the tip clearances were 50% and 100% of the pin height.
They found that an in-line array is almost insensitive to the clear-
ance, whereas a staggered array had a 7% reduction in heat trans-
fer with tip clearance. In this study, the top wall was made of
wood and a heat flux was applied only through the base wall.
Chyu et al. �20� studied the effect of clearance on the top of
in-line cubic pin fins at Re=16,000. The results showed that for a
25% clearance of channel height, Nusselt number increased at the
downstream rows where the flow was fully developed. However,
as the clearance increased, Nusselt numbers on both walls and the
pin decreased. They assumed that the increase in Nusselt number
at a low value of tip clearance was due to an increase of turbu-
lence level in the shear layer on the top of the pins. Moores and
Joshi �21� studied the effect of tip clearance on shrouded pin fins
with different height to diameter ratios for a range of 200�Re
�7000. In their experimental setup, only the base was heated.
Results showed that a small tip clearance could increase the heat
transfer coefficient. However, the overall thermal performance
was found to decrease with the presence of tip clearance. To the
authors’ knowledge, none of the studies in the literature have in-
vestigated the effect of tip clearance in a channel with heated
walls at very low Reynolds numbers �especially at Re�200� in
detail. In addition, there is little fundamental understanding of
what flow features are responsible for the observed effect of tip
clearance on heat transfer and friction. This work is motivated by

the results of Rozati et al. �22�, in which effects of pin shape,

JULY 2008, Vol. 130 / 071704-108 by ASME
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itch, and density were analyzed in a pin finned minichannel at
ery low Reynolds numbers. Results showed the absence of
orseshoe vortices, which are responsible for heat transfer aug-
entation at high Reynolds numbers. Instead, it was established

hat the extent and size of the wake behind the cylinder and the
nset of unsteadiness had a large effect on overall heat transfer
ugmentation.

bjective
The objective of this study is to investigate the effect of pin tip

learance on heat/mass transfer augmentation. The low Reynolds
umber range investigated is typical of mini-micro-channels used
n electronic heat sinks and in portable fuel cell reformers. The
ffect of tip clearance on flow features, heat transfer coefficient,
nd friction is investigated in detail for Reynolds numbers ranging
rom 5 to 400.

overning Equations and Numerical Method
The incompressible Navier–Stokes and energy equations are

olved in a generalized coordinate system. Fully developed hydro-
ynamic and thermal conditions are assumed. The channel walls
nd pins are heated by applying a constant heat flux boundary
ondition �q*��. The equations are nondimensionalized by pin fin
iameter �D*� as the characteristic length scale, friction velocity
u

�
*� as the characteristic velocity scale, and q*�D* /k as the char-

cteristic temperature. Nondimensional pressure and temperature
re decomposed into an inlet component, a mean gradient compo-
ent, and a fluctuating periodic component �23,24�,

P�x,t� = Pin − �x + p�x,t�

T�x,t� = Tin + �x + ��x,t� �1�

he mean pressure gradient � assumes a value of unity, which
rives the flow such that a mean balance exists between the flow
ate and friction losses in the computational domain. The mean
emperature gradient � is calculated via a global energy balance
nd is used to volumetrically remove heat in the energy equation,
uch that there is no net energy input in the domain. The working
uid is assumed to be air with a Prandtl number, Pr=0.7. With

hese modifications, the governing equations for momentum and
nergy are discretized with a conservative finite-volume formula-
ion on a multiblock body-fitted mesh using a second-order central
ifference scheme on a nonstaggered grid topology. The Cartesian
elocities, pressure, and temperature are calculated and stored at
he cell center, whereas the contravariant components of the flux
ectors are stored and calculated at the cell faces. A projection
ethod is used for time integration. Temporal advancement is

erformed in two steps’ a predictor step, which calculates an in-
ermediate velocity field, and a corrector step, which calculates
he updated velocity at the new time step by satisfying discrete
ontinuity. Detailed information can be found in Ref. �25�.

omputational Geometry
A channel with arrays of cylindrical pins in a staggered arrange-
ent is selected. Pin efficiency is assumed to be unity. This as-

umption does not affect the calculation of the heat transfer coef-
cient, since it is not dependent on the fin efficiency unless large
roperty variations become important and affect the flow field. In
ddition, applications of the current study are in minichannels
ith very short pins �O�10−3 m��, in which the efficiency is close

o unity. Therefore, a constant heat flux is applied on both pin and
all surfaces. With the assumption of fully developed flow, peri-
dic boundary conditions in both streamwise and spanwise direc-
ions are applied. Five tip clearances ranging from t=0.0 to 0.4 are
tudied and analyzed for their effects on both heat transfer coef-
cient and friction factor. Figure 1 shows the geometry and Table
summarizes the geometrical parameters for all five domains.
alculations are conducted for a range of 5�ReD�400.

71704-2 / Vol. 130, JULY 2008
Performance Characterization
To calculate the friction factor for the pin finned channel, the

tube bundle approach is used �26�,

f =
�P

N

1

1/2umax
2 �2�

where pressure and velocity are nondimensionalized by 	u
�
*

2

and
u

�
*, respectively, and N=2 is the number of pin rows in the com-

putational domain.
Using the characteristic temperature scale, the local Nusselt

number can be expressed as the inverse of the difference between
the surface and a reference temperature, which is calculated as the
mass-flow weighted average temperature, in the computational
domain

�ref =

�� ��u�dydz

�� �u�dydz

�3�

Consequently, the surface average Nusselt number is calculated as

1

NuD

=
1

Atotal
�� dA��w − �ref� �4�

To characterize the performance of the pin finned channel, the
heat transfer coefficient and friction factor are compared to an
equivalent parallel plate channel operating at the same Reynolds
number �ReH� as the pin finned channel �ReH=ReD�. The follow-
ing base line relationships for a plane channel �Incropera and De-
Witt �27�� are used:

fch =
96

ReDh

Nuch =
hH

k
= 4.115, ReH � 1000 �5�

Grid and Domain Size Independency Study
Domain I is selected to study the effect of grid density and

domain size at the highest Reynolds number in the current study
�ReD�400�, which guarantees the independency of the results at
lower Reynolds numbers as well. To study the grid independency,
three grids are studied �coarse, intermediate, and fine�, where the
grid sizes are increased by factors of 8 and 16. A difference of less
than 2% is observed in the computed results between the interme-
diate and fine grids; hence, the intermediate grid is selected to
conduct the calculations. To investigate the effect of domain size,
the domain in Fig. 1 is expanded by a factor of 2 in each of the
streamwise and spanwise directions. Using the intermediate grid,
differences of 3% and 5% in the friction and heat transfer coeffi-
cient are observed. The differences are small enough to justify the

Fig. 1 Definition of pin fin channel geometry and computa-
tional domain
use of the smaller domain. Tables 2 and 3 show the results and
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ercentage difference for the studied grids and domain sizes. The
ercentage difference is obtained with fine grid in Table 2 and full
omain in Table 3 as base lines.

alidation
The computer program GENIDLEST �25� has been validated ex-

ensively in studies of unsteady turbulent heat transfer augmenta-
ion using Direct Numerical Simulation �DNS� and Large Eddy
imulation �LES� �e.g., Refs. �28–30��. For the purposes of this
tudy, predictions of friction factor are validated with the experi-
ents of Kosar et al. �15� in Fig. 2, using stream- and spanwise

itches, SL=ST=1.5, to replicate the experiments. The comparison
hows good agreement between the numerical and experimental
esults. Discrepancies are observed at the lower bound of Rey-
olds number �ReD=25�, which are most likely due to the in-
reased experimental uncertainties at low Reynolds numbers �the
ominal experimental uncertainty is reported as 7.2%�.

To the authors’ knowledge, no suitable data of heat transfer
oefficient �or Nusselt number� are available in the literature for a
ne-to-one comparison with the current numerical study. There-
ore, to validate the accuracy of the code for flow-over-tube type
eometries at low Reynolds number, heat transfer coefficient for a
ingle tube �or cylinder� in cross flow is calculated and compared
o the available correlation of Hilpert �27�. Table 4 presents the
alues and percentage difference for the Nusselt number.

Table 1 Geom

Domain I II

t* /D* 0.0 0.1

For all domains S
T
* /D*=2.121 S

L
* /D*=1.061

Table 2 Grid independency study

Grid �No. of cells� f % diff f Nu % diff Nu

Coarse �16,384� 1.2530 1.6 9.53 12.0
ntermediate �131,072� 1.2547 1.5 8.43 0.9

Fine �1,048,576� 1.2739 0 8.51 0

Table 3 Domain independency study

omain f % diff f Nu % diff Nu

xpanded domain 1.2971 3.3 8.92 4.6
omain I 1.2547 8.51

ig. 2 Comparison of f for numerical results and experiments

f Kosar et al. †15‡

ournal of Heat Transfer
Results
In the first part of this section, Domain I �with no tip clearance�

and Domain IV �with clearance of t=0.3� are compared and ana-
lyzed to show the effect of tip clearance on the flow and tempera-
ture �local Nusselt number� field. These comparisons are made at
two representative Reynolds numbers at ReD�10 and ReD
�325. In the second part, the augmentation in heat transfer coef-
ficient, pressure losses, and performance of each configuration are
presented for the full range of Reynolds numbers studied.

Flow and Temperature Field

Very Low Reynolds Numbers �ReD�10�. Both domains, with
and without tip clearance, show a steady flow pattern at very low
Reynolds numbers. Figure 3 shows streamlines close to the pin
surface. In Domain I, the flow field does not exhibit any separa-
tion in the wake of the pin and the streamlines follow the surface
contour of the cylinder. Some slight streamline distortion is ob-
served near the end walls. In the presence of tip clearance, a much
stronger acceleration is observed at the upstream half of the pin
tip surface, in both the streamwise and cross stream directions as
the flow enters the tip gap. Flow in the tip gap decelerates as it
reaches the downstream rim and gets drawn into the wake of the
pin.

Although not immediately evident from the streamline plot, the
tip gap alters the flow in important ways, which have an impact on
heat transfer. The most subtle and difficult to identify effect is that
on flow distribution along the height of the channel. The introduc-
tion of a tip gap increases the overall cross-sectional flow area
near the top but can also lead to flow blockage if it is too small.
The degree of flow blockage also depends on the Reynolds num-
ber. At low Reynolds number, a smaller fraction of flow would
occur through a small tip gap than at higher Reynolds numbers. It
was observed that for ReD�50, the smallest tip gap of t=0.1
reduced the amount of flow passing in the top half of the channel,
effectively pushing more flow through the bottom half of the
channel. This effect is identified by showing the normalized non-
dimensional velocity gradient at the bottom wall in Fig. 4 at

cal parameters

III IV V

0.2 0.3 0.4

d
* /D*=1.5 L* /D*=W* /D*=2.121 H* /D*=1.0

Table 4 Comparison of Nusselt number for a single tube in
cross flow

ReD

Nusselt number

% diff NuNumerical Hilpert correlation

4 1.33 1.38 3.6
20 2.46 2.56 3.9

100 5.10 5.18 1.5
etri

S

Fig. 3 Wake streamlines at ReDÉ10; „a… t=0.0 and „b… t=0.3
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eD�10. This gradient ��u /�n� is related to the local friction
oefficient by the factor of 2 /ReD. It is clear that there is a large
ncrease in the gradients at the bottom wall in the passage between
he pins as the tip gap is introduced with t=0.1. As the tip gap
ncreases to t=0.2, there is a slight decrease in the gradient, which
ecreases further at t=0.3 and 0.4. While the gradient at t=0.3 is
f the same level as that without the tip gap, t=0.4 falls below that
f t=0.

Representative temperature distributions ��−�ref� on the pin fin
nd end walls at ReD�10 are shown in Figs. 5 and 6. It is noted
hat in regions of high heat transfer, the surface temperature can
all below the reference temperature, which is a mass weighted
verage in the whole calculation domain �Eq. �3��. Hence, large
egative values of ��−�ref� signify the highest heat transfer coef-
cients. This is consistent with Eq. �4�, in which negative local
alues lead to a larger surface averaged Nusselt number. As ex-
ected, the impingement at the front of the pin �stagnation� shows
hese small positive or negative values, which represent the high-

Fig. 4 Velocity gradient „�u /�n… on
malized by umax…

Fig. 5 Temperature „�−�ref… on the p

t=0.3

71704-4 / Vol. 130, JULY 2008
est rates of heat removal. The augmentation is highest at the cen-
ter of the channel and decreases toward the end walls. The pattern
of temperature distribution on the pin front surface for t=0.3 is
similar to the full pin, except for the higher heat transfer at the tip
due to flow acceleration. The pin surface in the wake has the
lowest level of heat transfer particularly in the vicinity of the
channel end walls where viscous effects are dominant. Hence, the
tip clearance �t=0.3� does not change the pattern nor the levels
substantially.

Figure 6 shows the distribution of ��−�ref� on the bottom end
wall in Domain I and top wall and pin top surface in Domain IV.
The bottom end wall shows almost the same pattern of heat trans-
fer distribution for both domains, with Domain IV having slightly
lower values of heat transfer, which can be directly related to the
relative velocity gradients shown in Fig. 4. A low heat transfer
region is located in the immediate wake of the pin caused by the
shadow of the pin wake on the wall. Without tip clearance, the
��−�ref� pattern on the top end wall is similar to the bottom end

e bottom end wall at ReDÉ10 „nor-

surface at ReDÉ10; „a… t=0.0 and „b…
th
in
Transactions of the ASME
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all shown in Fig. 6�a�. On the other hand, at t=0.3, the top wall
s influenced significantly by the pin clearance. At the location of
he upstream rim of the pin, as the flow enters the clearance, there
s a region of low ��−�ref� and high heat transfers as the flow is
isplaced upwards toward the end wall. This is followed by a
radual decrease in augmentation, which reaches a minimum at
he location of the downstream rim of the pin. A comparison of
nd wall heat transfer with �Fig. 6�b�� and without �Fig. 6�a�� tip
learance shows that the introduction of tip clearance to first order
educes the negative effects of the pin wake shadow on heat trans-
er, which has an overall positive effect. In addition, the top sur-
ace of the pin contributes to heat transfer augmentation by regen-
ration of the thermal boundary layer. This is identified in Fig.
�c�, in which the leading edge region of the pin tip exhibits high
eat transfer coefficients, which gradually decrease downstream.

In contrast to the clearance of t=0.3, which is more represen-
ative of the larger clearances, the behavior of the surface heat
ransfer at t=0.1 is very different. Unlike t=0.3, the heat transfer
n the top wall and the pin is lower than that without any clear-
nce, whereas the bottom wall heat transfer increases. This is
hown in Fig. 7. Because of the small clearance, not much flow
asses through the tip gap resulting in very low heat transfer co-
fficients on the top wall and the pin-top surface. Similarly, the
emperature distribution on the back face of the pin exhibits
igher temperatures with lower heat transfer rates.

The bottom wall exhibits much higher heat transfer when com-
ared to t=0.0 and t=0.3 �Fig. 6�a��. In fact, for ReD�50, the

Fig. 6 Temperature „�−�ref… on the „

„t=0.3…, and „c… pin-top surface „t=0
Fig. 7 Surface temperature „�−�ref…

ournal of Heat Transfer
clearance of 0.1 has the largest mean Nusselt number on the bot-
tom wall, followed by t=0.2, t=0.0, t=0.3, and t=0.4, which
directly correlates with the flow distribution and the resulting ve-
locity gradients at the bottom wall in Fig. 4.

Low Reynolds Numbers �ReD�325�. As Reynolds number in-
creases, steady recirculation zones develop in the wake of the pin,
which eventually become unstable. The onset of the development
of recirculation zones changes with different clearances. Recircu-
lation zones are observed as early as ReD=70 for Domain I with
no clearance �t=0.0�, and is delayed up to ReD=220 for Domain
V at t=0.4. Large-scale unsteadiness is observed in Domain I at
ReD�170. Once the unsteadiness develops, the flow is character-
ized by a nonstationary stagnation line and oscillating wake, both
of which show quasiperiodic movement in the spanwise direction.
However, with the introduction of tip clearance, the onset of large-
scale unsteadiness is delayed between ReD�220 and 380 for Do-
mains II–V, respectively. The delay in wake formation and large-
scale unsteadiness of the wake can be attributed to the momentum
of the tip gap flow, which is drawn into the wake behind the pin,
and which prevents or delays the formation of the characteristic
recirculating wake. This attribute of the flow can be seen in Fig.
8�b�. In contrast, a clear recirculating wake is observed in the
time-averaged flow streamlines in Domain I without the tip clear-
ance. It is noteworthy that as the Reynolds number increases, end
wall effects become stronger and the structure of the wake has a
clear variation along the height of the pin.

bottom end wall „t=0.0…, „b… top wall
at ReDÉ10
a…
of Domain II „t=0.1… at ReDÉ10

JULY 2008, Vol. 130 / 071704-5
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For all unsteady cases, the averaging process is activated after
he flow exhibits a stationary behavior. The averaging is then per-
ormed for between 20 and 30 nondimensional time units to ob-
ain the time-mean results. Figure 9 shows the surface contours of
�−�ref� at ReD�325 on the pin surface. Similar to what was
bserved at ReD�10, the pin front side does not show any major
mprovement with the presence of tip clearance. The high heat
ransfer region, however, now shifts to the sides due to flow ac-
eleration in between the pins. The low heat transfer region in the
ake, on the other hand, shows substantial augmentation in heat

ransfer coefficient in the presence of tip clearance. This improve-
ent is chiefly a result of improved mixing between the tip gap
ow and the wake, which eliminates or weakens the recirculating
ake and also reduces end wall effects at the bottom. In addition

o improving heat transfer in the pin wake, the tip clearance also
as a large favorable effect on the top wall and the pin top as a
esult of the flow acceleration within the tip gap �Fig. 10�.

Just as the tip gap has an effect on flow distribution in the
hannel at low ReD, so does it at high ReD. Figure 11�a� compares
�−�ref� between t=0.0 and t=0.3 at ReD�325 at the bottom
all. First, we note that the wake shadow on the wall is somewhat

maller with tip clearance with much higher heat transfer coeffi-
ients as a result of the enhanced mixing as exemplified in Fig.
�b�. The high heat transfer regions for both domains shift to the
assage between the pins due to flow acceleration in this region.
omain IV with tip clearance �t=0.3� exhibits much higher heat

ig. 8 Wake time-averaged streamlines at ReDÉ325; „a… t
0.0 and „b… t=0.3

Fig. 9 Time-averaged temperature „�−�ref…
„b… t=0.3

71704-6 / Vol. 130, JULY 2008
transfer than without tip clearance. Once again, the relative differ-
ence between the two can be directly related to the wall shear,
which is shown in Fig. 11.

Friction Factor Ratio and Heat Transfer (Coefficient)
Augmentation. Friction factor and its ratio with respect to a plane
channel at an equivalent Reynolds number �ReD� are calculated
and illustrated for all domains in Fig. 12 for the range of 5
�ReD�400. The friction factor exhibits close to an inverse linear
relationship with Reynolds number up to ReD�50, which agrees
with laminar flow theory. Introducing tip clearance results in a
decrease in form drag and an increase in shear stresses at the
walls. The balance between the two determines the overall in-
crease or decrease in friction factor. Results show a slight increase
in friction factor for Domain II with t=0.1 at high Reynolds num-
bers due to a larger increase in wall shear stresses than the corre-
sponding decrease in form losses. However, as the clearance in-
creases further to t=0.3 and 0.4, form drag is substantially
reduced with a corresponding drop in the friction factor. Due to
the dominant contribution of form drag at higher Reynolds num-
bers, the reduction in friction factor with increasing clearance is
much more evident at higher Reynolds numbers. Overall augmen-
tation over a plane channel ranges from 2.5 to 8 for t=0.0 to a

the pin surface at ReDÉ325; „a… t=0.0 and

Fig. 10 Time-averaged temperature „�−�ref… on the „a… top wall,
and „b… pin-top surface „t=0.3… at ReDÉ325
on
Transactions of the ASME
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growth of 2–5.5 for t=0.4.
Figure 13 shows the calculated time- and area-averaged Nusselt

numbers for each component surface broken up into top wall,
bottom wall, and the pin, together with the overall Nusselt num-
ber. Similar to the trend in friction factor, it is noted that in the low
Reynolds number regime �ReD�50�, the Nusselt numbers exhibit
a near constant value on each surface. The behavior of Nusselt
number distribution can be directly related to the observations
made earlier on the hydrodynamic effects of the tip gap. The tip
gap affects the heat transfer coefficient by eliminating viscosity
dominated end wall effects on the pin, by eliminating the pin
wake shadow on the end walls, by inducing accelerated flow in
the vicinity of the top wall and the pin top, by reducing or imped-
ing the development of recirculating wakes, and by redistributing
the flow along the height of the channel. For a tip gap of t=0.1,
the Nusselt numbers decrease on all surfaces except the bottom
wall. There is a sharp drop in Nusselt number on the top wall at
t=0.1, which recovers monotonically as the tip gap increases. At
t=0.1, very little to no flow passes through the tip gap, drastically
reducing the Nusselt number on the top wall and the pin top �Fig.
7�. By the same token, the bulk of the flow is pushed toward the
bottom wall, which experiences increased velocity gradients and
higher heat transfer coefficients. As the tip gap increases, a larger
fraction of the flow passes through the gap steadily increasing the
Nusselt number on the top wall and the pin top, while decreasing
the Nusselt number on the bottom wall. At larger Reynolds num-
bers, ReD=200, the Nusselt numbers show a reduced sensitivity to
tip clearances for t�0.1.

Figure 14�a� shows the augmentation of heat transfer coeffi-
cient with respect to a plane channel. While the tip clearance of
t=0.1 is not very efficient in augmenting the heat transfer coeffi-
cient over the base geometry, larger clearances are more effective.
At ReD�50, t=0.3 provides the best augmentation over a plane
channel. At higher Reynolds numbers ReD�50, t=0.2 and 0.3
provide the best augmentation ranging from 1.7 �at ReD=106� to
2.9 �at ReD=367�.

Pin fins not only improve the heat transfer by augmenting the
heat transfer coefficient, but also by increasing the heat transfer
area. The combined effect of area and heat transfer coefficient,
conductance �K�, is shown in Fig. 14�b�. The introduction of a tip
gap increases the open surface area of the top wall and the pin top
while decreasing the circumferential surface area of the pin itself.
For the current geometry, the neutral value �no change in surface
area� of the gap is 0.5, below which there is an effective increase
in surface area. At ReD�50, t=0.3 is the most effective in in-
creasing the overall heat conductance, whereas at ReD�50, t
=0.2 is the most effective, closely followed by t=0.3.

Performance Measure. Based on design needs and require-
ments, optimizing the performance of a heat exchanger may be
achieved for different end objectives with certain constraints,
which need to be satisfied �Gee and Webb �31��. These end objec-
tives could be a reduction in size or weight, reduction in pumping
power, an overall increase in heat or mass transfer capacity, and so
on. In this study, we consider the objective of increasing the heat
transfer capacity while keeping the same pumping power when
compared to a base line plane channel. The base line plane chan-
nel dimensions are similar to the pin channel with the pins re-
moved from it. To maintain the same pumping power between the
two, the corresponding flow rate through the plane channel is
higher because of the lower friction. Then, the question asked is
whether the pin fin channel operating at the lower flow rate still
provides an augmentation in conductance when compared to the
plane channel operating at the augmented flow rate.

To calculate the increase in flow rate in the plane channel at the
same pumping power, the following equations are used for pin
finned and base line channels to calculate the power:

Power = �P*Q* = �P*A*u*
ig. 11 Time-averaged temperature „�−�ref… „top… and velocity
radient „�u /�n, bottom… on the bottom end wall at ReDÉ325
(a)

(b)

ig. 12 „a… Friction factor and „b… friction factor ratio in pin

c
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for pin finned channel: �P* = 1/2fN	*u
max
*2

for plane channel: �P* = fchL*	*u
ch
*2/2D

h
*

herefore, the ratio of power between a pin finned and plane
hannels can be expressed by

Fig. 13 Pin, end walls, and tota
clearances

ig. 14 „a… Heat transfer coefficient and „b… thermal conduc-

ance augmentation

71704-8 / Vol. 130, JULY 2008
Power

Powerch
=

NDh

L

A
c
*

A
c,ch
*

f

fch
�u

max
*

u
ch
* 	3

�6�

The channel friction factor is obtained from Eq. �5�; however,
instead of using an equivalent Reynolds number �ReD�, the plane
channel Reynolds number is obtained from

ReDh
= ReD

uch

umax

Dh

D
�7�

By assuming the same pumping power �Power /Powerch=1.0�, the
corresponding ratio of flow rates is calculated from Eq. �6�.

In the studied range of Reynolds number and clearances, flow
rate decreases between 55% and 82% when compared to a plane
channel. Clearances of t=0.4 and 0.3 have the least reduction in
flow rate. Figure 15 shows the increase in thermal conductance of
the pin finned channel at the corresponding Reynolds number of a
plane channel, ReH=1 /2ReDh

�not the Reynolds number of the pin

usselt number versus ReD at all

Fig. 15 Increase in thermal conductance compared to a plane
l N
channel at the same pumping power
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nned channel, ReD� at the same pumping power. Significant aug-
entation is observed for clearances of 0.2, 0.3, and 0.4, espe-

ially if the plane channel operates at ReH�250. The only excep-
ion is t=0.1 at low Reynolds number ReH�100, in which case
here is a decrease in conductance �negative values are cut off
rom the plot�. Overall, the clearance of t=0.3 shows the highest
ositive net augmentation of thermal conductance at ReH�100,
nd is considered the optimum clearance in this range. At higher
eynolds numbers, clearance of t=0.2 is comparable in perfor-
ance.

ummary and Conclusion
Cylindrical pin fins with tip gap clearances are investigated in

he low Reynolds number range 5�ReD�400 in a plane channel
ith the intention of identifying the important hydrodynamic ef-

ects, which have an impact on heat transfer. It was established
hat unlike high Reynolds number flows, in which tip clearances
o not have a substantial effect on heat transfer �Jubran et al.
19��, the flow and heat transfer are quite sensitive to the value of
he tip gap. While in the turbulent regime, heat transfer augmen-
ation is mostly driven by the turbulent intensity and secondary
unction vortices between the pins and end walls, in the low Rey-
olds number range the primary mechanism, which influences
eat transfer, is the size and extent of the pin wake. Hence, any-
hing which can disrupt or reduce the pin wakes has the potential
f increasing heat transfer. This can be accomplished by increas-
ng flow acceleration between pins using high density pins or by
nducing unsteadiness �22�. This paper investigates the effective-
ess of introducing tip clearances in the pins.

The introduction of pin tip gap or clearance has the following
mportant effects, which influence the heat transfer: �1� the clear-
nce eliminates viscosity dominated end wall effects on the pin;
2� it eliminates the pin wake shadow on the end wall with the
learance; �3� it induces accelerated flow in the clearance, which
ffects the end wall and the pin-top surfaces; �4� it reduces or
mpedes the development of recirculating wakes by enhanced

ixing of the tip flow and the wake; and �5� it redistributes the
ow along the height of the channel. These effects carry different
elative imports at different Reynolds numbers and contribute to
ncreasing the heat transfer coefficient. In addition, tip clearances
educe form losses and consequently the friction factor, as the tip
learance increases, which coupled to gains in heat transfer, in-
reases the thermal efficiency.

Three measures of performance are investigated in relation to a
lane channel: the augmentation of heat transfer coefficient, the
ugmentation of heat conductance, and a measure of conductance
ugmentation at the same pumping power as in a plane channel.

hile the tip clearance of t=0.1 is not very efficient in augment-
ng the heat transfer coefficient over the base geometry, larger
learances are more effective. At low Reynolds numbers ReD
100, t=0.3 is the most effective, whereas at higher Reynolds

umbers, t=0.2 and t=0.3 are comparable in heat transfer perfor-
ance.

omenclature
A � area
d � pin diameter

Dh � plane channel hydraulic diameter
f � friction factor
k � thermal conductivity
K � thermal conductance �hA�
L � domain length
N � number of pin rows
SL � streamwise pitch
ST � spanwise pitch
H � channel height
n � surface normal vector
Nu � spatially averaged Nusselt number
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P , p � pressure
Pr � Prandtl number
q� � constant heat flux on channel walls

ReD � Reynolds number �ubD /
�
St � Stanton number �Nu/RePr�

t � tip clearance
u � streamwise velocity

W � channel width
� � Mean pressure gradient
� � Mean temperature gradient
	 � density
� � modified or homogenized temperature

Subscripts
b � bulk
c � cross section

ch � smooth channel
s � heat transfer surface

w � wall
� � values based on friction velocity

Superscript
* � dimensional values
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Computational Study of Heat
Transfer in a Conjugate Turbulent
Wall Jet Flow at High Reynolds
Number
In the present case, the conjugate heat transfer involving the cooling of a heated slab by
a turbulent plane wall jet has been numerically solved. The bottom of the solid slab is
maintained at a hot uniform temperature, whereas the wall jet temperature, is equal to
the ambient temperature. The Reynolds number considered is 15,000 because it has
already been experimentally found and reported that the flow becomes fully turbulent and
is independent of the Reynolds number. The high Reynolds number two-equation model
��-�� has been used for the turbulence modeling. The parameters chosen for the study are
the conductivity ratio of the solid-fluid �K�, the solid slab thickness �S�, and the Prandtl
number (Pr). The ranges of parameters are K�1–1000, S�1–10, and Pr�0.01–100.
Results for the solid-fluid interface temperature, local Nusselt number, local heat flux,
average Nusselt number, and average heat transfer are presented and discussed.
�DOI: 10.1115/1.2908429�

Keywords: wall jet, conjugate heat transfer, turbulent flow, numerical simulation
Introduction
A conjugate heat transfer problem occurs when the fluid regime

s coupled with the conducting solid wall having a finite thickness.
he temperature and the heat fluxes at the solid-fluid interface are
onsidered to be equal. This is referred to as the fourth-kind
oundary condition �1�. Conjugate heat transfer applies to a ther-
al system in which the multimode convection/conduction heat

ransfer is of particular importance to thermal design. In most
nstances, it arises where the external and the internal temperature
elds are coupled. Conjugate heat transfer is involved in many
pplications such as high speed jet engines, electronics cooling,
lm cooling of turbine blades, extrusion of materials, and so forth.
In the present case, conjugate heat transfer occurring due to a

urbulent plane wall jet is considered. Glauert �2� has defined a
lane wall jet as a stream of fluid blown tangentially along a plane
all. Similarity solution for a plane wall jet as well as a radial
all jet for both the laminar and the turbulent cases are presented.
eban and Back �3� have measured and computed the turbulent
elocity profile and the adiabatic wall temperature. The results
gree generally with each other. Launder and Rodi �4� have given
review of the experimental literature on the turbulent wall jets.
hey have considered the cases of the two-dimensional wall jet on
plane surface, the two-dimensional wall jet on a curved surface,

nd the three-dimensional wall jet. Experiments with good accu-
acy and the ability to test the reliability of the new crop of cal-
ulation methods for turbulent flows are identified. Later on,
aunder and Rodi �5� have reviewed the experimental data and

heoretical models for expressing the computational fluid dynam-
cs of turbulent wall jets. The wall jet is defined as a boundary
ayer in which, due to some initially supplied momentum, the flow
elocity over some region in the shear layer exceeds the
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21302, India.
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freestream velocity. Attempts to formulate generalized expres-
sions for the velocity profiles in a plane two-dimensional wall jet
are reviewed, together with the turbulent energy balance in an
equilibrium wall jet. The applications of Boussinesq viscosity
models and Reynolds stress closure models to numerically express
turbulent wall jets are addressed. Dakos et al. �6� have made ex-
tensive single-point turbulence measurements in a heated wall jet
on a convex wall and in an equivalent plane flow. They have
reported that the turbulence structure and the transfer of heat and
momentum are affected by wall curvature.

In case of laminar flow, many publications are devoted to con-
jugate heat transfer on a flat plate, details of which may be found
in Ref. �7�. However, the conjugate heat transfer study involving a
turbulent flow has received little attention. Some of the conjugate
heat transfer work published in literature �involving turbulent
flow� are by Iaccarino et al. �8�, Kassab et al. �9�, and Hsieh and
Lien �10�. In the conjugate heat transfer approach, the conduction
and the convection equations are solved simultaneously. The near-
wall treatments of turbulence models are the key factors to yield
accurate wall heat transfer predictions. In the standard high Rey-
nolds number �-� models, wall functions are commonly employed
to bridge the turbulent and near-wall viscous regions.

In the present case, the conjugate heat transfer involving a tur-
bulent plane wall jet is considered. The parameters considered are
the conductivity ratio, the solid slab thickness, and the Prandtl
number. The Reynolds number considered is 15,000 because the
flow becomes fully turbulent and then it becomes independent of
the Reynolds number, as has been experimentally observed by
Holland and Liburdy �11�. The purpose of the study is to observe
and describe the effect of Prandtl number �Pr�, thermal conductiv-
ity ratio �K�, and the thickness of solid slab �S� on the interface
surface temperature, heat transfer between the solid and the fluid,
local Nusselt number, distribution, average Nusselt number and
the temperature distribution in the solid and the fluid. The ranges
of parameters considered are 0.01–100 for Pr, 1–1000 for K, and

1–100 for S.
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Problem Description and Governing Equations
The schematic diagram of the two-dimensional wall jet with a

olid slab is shown in Fig. 1. The governing equations are consid-
red to be steady, two dimensional, and incompressible. Thermo-
hysical properties are assumed to be constant. In the fluid region,
he flow is fully turbulent and the Reynolds averaged Navier–
tokes �RANS� equations are used for predicting the turbulent
ow. The Boussinesq approximation is used to link the Reynolds
tresses to the velocity gradients. The standard �-� model is used
or calculating the turbulent viscosity ��t�. In the solid region, the
wo-dimensional heat transfer equation is solved. The dimension-
ess variables are defined as

Ū =
ū

U0
, V̄ =

v̄
U0

, X =
x̄

h
, Y =

ȳ

h
, �̄ =

T̄ − T�

Th − T�

�1�

P̄ =
p̄ − p0

�U0
2 , kn =

k

U0
2 , �n =

�

U0
3/h

, �t,n =
�t

�
, �t,n =

�t

�

he non-dimensionalized equations are as follows:
n the fluid:
ontinuity equation,

�Ū

�X
+

�V̄

�Y
= 0 �2�

-momentum equation,

��Ū�2

�X
+

��ŪV̄�
�Y

= −
�

�X
�P̄ +

2

3
k� +

1

Re

�

�X
��1 + �t,n�

�Ū

�X
�

+
1

Re

�

�Y
��1 + �t,n�

�Ū

�Y
� �3�

-momentum equation,

��ŪV̄�
�X

+
��V̄�2

�Y
= −

�

�Y
�P̄ +

2

3
k� +

1

Re

�

�X
��1 + �t,n�

�V̄

�X
�

+
1

Re

�

�Y
��1 + �t,n�

�V̄

�Y
� �4�
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Fig. 1 Schematic and computa
emperature equation ���,
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��U��
�X

+
��V��

�X
=

1

Re Pr

�

�X
��1 + �t,n�

��̄

�X
�

+
1

Re Pr

�

�Y
��1 + �t,n�

��̄

�Y
� �5�

turbulent kinetic energy �kn� equation,

��Ūkn�
�X

+
��V̄kn�

�X
=

1

Re

�

�X
��1 +

�t,n

	k
� �kn

�X
�

+
1

Re

�

�Y
��1 +

�t,n

	k
� �kn

�Y
� + Gn − �n �6�

rate of dissipation ��n� equation is

��Ū�n�
�X

+
��V̄�n�

�X
=

1

Re

�

�X
��1 +

�t,n

	�
� ��n

�X
�

+
1

Re

�

�Y
��1 +

�t,n

	�
� ��n

�Y
� + C1�

�n

kn
Gn − C2�

�n
2

kn

�7�

production �G�,

Gn =
�t,n

Re
�2� �Ū

�X
�2

+ 2� �V̄

�Y
�2

+ � �Ū

�Y
+

�V̄

�X
�2� �8�

eddy viscosity ��t,n�,

�t,n = C
 Re
kn

2

�n
�9�

eddy diffusivity ��t,n�,

�t,n = �t,n/Pr �10�

where 	k=1.0, 	�=1.30, C1�=1.44, C2�=1.92, and C
=0.09 In
the solid region, the energy equation is

�2�
2 +

�2�
2 = 0 �11�

x

C

G

B

nal domain of the wall jet flow
�X �Y
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Boundary Conditions
The jet enters the quiescent ambient fluid at the surface of the

all. The nondimensionalized boundary conditions are provided
s input to the solution. At the inlet �AE� of the jet, U=1.0, V
0, and �=0 are the boundary conditions for the velocities and

emperature, respectively. For the turbulent kinetic energy equa-
ion, the boundary condition at the inlet is kn=1.5I2, where I is the
urbulence intensity and is equal to 0.02 �12�. For the dissipation
quation, the boundary condition at inlet is �n=knc


3/4 / l, where l
0.07h �12�. At the solid wall �DE�, the no-slip boundary condi-

ion for velocities and the adiabatic condition for the temperature
re used. At the entrainment and exit boundaries �i.e., CD and BC,
espectively�, Neumann boundary conditions are provided, i.e.,

� /�n=0, where �= Ū, V̄, �̄, kn, and �n. At the solid-fluid inter-
ace �AB�, no-slip boundary conditions are applied for velocities
nd for the temperature, equality of temperature, and flux, i.e.,
�s�w= �� f�w and �Qw�s= �Qw� f are applied and the details are men-
ioned in Appendix A. Wall functions are used to prescribe the
hear stress, production, and dissipation rates at the walls. It has
een ensured that the first grid falls within the logarithmic region,
.e., 20�Y+�60, where Y+=yu /�, u being the friction velocity.

Numerical Scheme and Validation of the Code
In the present work, for the fluid and the solid regions, the

imensionless governing equations are discretized using the con-
rol volume method �13�. The power-law scheme of Patankar �13�
s used to discretize the convective terms, which uses a polyno-

ial expression to evaluate the flux �Versteeg and Malalasekera
14��. The central difference scheme is used for the diffusive
erms, which is second order accurate. These two schemes are
ollowed to ensure the stability of the solution. To avoid the fine
esh required to resolve the viscous sublayer near the boundary,

he wall function method �15� has been used, which is appropriate
or high Reynolds number flows. The SIMPLE �13� algorithm is
ollowed to solve the finite difference equations. A pseudotrans-
ent approach �14� was used to underrelax the momentum and the
urbulent equations. An under-relaxation of 0.2 is used for pres-
ure. In the solid region, central differencing is used for discretiz-
ng the energy equation by a finite difference technique.

The code has been validated for the fluid flow and and the heat
ransfer solution with the experimental results for an offset jet. In
ase of an offset jet, the fluid issues from a slot at a distance above
he wall, the distance called the offset. The velocity profile at five
ownstream locations, viz., 3, 6, 9, 12, and 15, are compared with
he experimental results of Pelfrey and Liburdy �16� for an offset
atio �offset height/slot width� of 7. An excellent agreement has
een obtained. The temperature distributions at various down-
tream locations are computed for wall jet, and offset ratios 3, 7,
nd 11. In this case, the bottom wall is maintained at an adiabatic
ondition. The results are compared with the experimental results
f Holland and Liburdy �11�. A very good agreement has been
btained. In all the Reynolds number considered is 15,000. The
omparisons are presented in detail in Ref. �17�. Since the flow is
ncompressible, the already available fluid flow solution is used to
olve the energy equation in both the solid and the fluid regions.
rid independence is shown in the solid for S=1 by varying the
randtl number and thermal conductivity ratio �K�. For other
izes, the grid size is correspondingly increased, which is reason-
bly valid in the solid block.

After the code validation, a grid independence study was car-
ied out for all the cases and the effect of domain size was also
onsidered and tested. After considerable numerical testing, it was
ound that the domain size of 75�35 is satisfactory for all the
ases. It has been observed that even though a grid size of 121
101 produces a good solution, the grid size of 151�101 has
een considered for all the cases.

ournal of Heat Transfer
5 Results and Discussion
In the present work, Re=15,000 is chosen for all computations.

The flow then is fully turbulent and there is no discernible Rey-
nolds number effect on the mean flow characteristics �11�. Since
the uniform velocity and some turbulent intensity are given at the
inlet of the jet, it takes some length for the flow to become fully
turbulent and develop the self-similar region. It is observed that
approximately at X	30 the flow becomes fully turbulent and self-
similarity is achieved. The effects of Pr, K, and S on the interface
surface temperature ��i�, heat transfer between the solid and the
fluid �Qi�, local Nusselt number distribution �Nux�, average Nus-
selt number �Nu�, and the temperature distribution in the solid and
the fluid have been discussed. In the present study, Pr is varied
between 0.01 and 100, K is varied between 1 and 1000, and S is
varied between 1 and 10. The derivation of heat flux is given in
Appendix A. The definitions of Nu and Nu are shown in Appendix
B.

5.1 Interface Temperature. Figure 2 shows the interface
temperature ��i� distribution at various Prandtl numbers keeping
the solid thickness �S=10� and the thermal conductivity ratio �K
=1000� constant. It is observed that �i is high at low Pr. This is
because at low Pr, the thermal boundary layer is thick. A large
surface temperature is required to dissipate the heat to the jet fluid.
Conversely, the interface temperature decreases significantly as Pr
increases because the thermal boundary layer is thin and a lower
surface temperature is sufficient to dissipate the heat. The surface
temperature increases along the wall at high Prandtl numbers be-
cause initially the heat transfer is large, which decreases gradually
along the length. The interface temperature distribution at various
thermal conductivity ratios keeping the Prandtl number equal to
1.0 and solid thickness equal to 10 are given in Fig. 3. When K is
small, the resistance to heat transfer is large, the drop in tempera-
ture is large, and, thus, the interface temperature is small. As K
increases to 1000, the interface temperature is relatively large be-
cause of the same reason. The variation of �i distribution at vari-
ous solid thicknesses �S� keeping the Prandtl number �Pr=1.0�
and thermal conductivity ratio �K=1000� is plotted in Fig. 4. For
a small slab thickness S=1, the thermal resistance is less leading
to a higher interface temperature. As S is increased to 10, it is
observed that the interface temperature has dropped down because
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Fig. 2 Interface temperature distribution „�i… distribution for
S=10 and K=1000 at various Prandtl numbers
of the same reason.
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5.2 Local Nusselt Number. The local Nusselt number varia-
ion is shown in Fig. 5 for various Prandtl numbers keeping the
olid thickness �S=10� and thermal conductivity ratio �K=1000�
onstant. In general, Nux increases to a large value near the jet
ntry and then gradually decreases in the direction of flow. This is
characteristic of the jet boundary layer formation. As shown in
ig. 5, it demonstrates clearly that Nux increases with Pr because
f the thinning of the thermal boundary layer. Figure 6 shows the
ux distribution at various thermal conductivity ratios keeping
r=1.0 and S=10. It is observed that for the range of K, the Nux
istribution is independent of K. The Nux distribution at various
olid thicknesses �S� keeping Pr=1.0 and thermal conductivity
atio K=1000 is shown in Fig. 7. Similar to the previous case, the
ux distributions for the range of S superimpose with each other.
rom these three figures, it is concluded that Nux is dependent on

he fluid property Pr and independent of K and S.
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5.3 Local Heat Flux. Figure 8 shows the local heat flux Qw
distribution at various Prandtl numbers keeping S=10 and K
=1000. Contrary to the Nux behavior, heat flux �Qw� shown in Fig.
8 decreases as Pr increases. Heat flux is almost constant along the
wall and increases as Pr decreases. The rate of decrement also
increases as Pr decreases. Figure 9 shows the Qw distribution at
various thermal conductivity ratios keeping Pr=1.0 and S=10.
Heat flux increases as K increases and it decreases along the wall
at higher thermal conductivity ratio. Figure 10 shows the Qw dis-
tributions at various solid thicknesses �S� keeping Pr=1.0 and K
=1000. As expected, the heat flux �Qw� increases as the solid
thickness decreases.

5.4 Average Nusselt Number. Extensive computations are
done in their respective ranges and results of the average Nusselt
number �Nu� are presented in Table 1. It clearly shows that Nu is
a function of Prandtl number only. The effects of solid thickness
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Fig. 5 Local Nusselt number „Nux… distribution for S=10 and
K=1000 at various Prandtl numbers
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S� and thermal conductivity ratio �K� are negligibly small. It is
bserved that Nu increases with the increase of Pr.

5.5 Average Heat Transfer. The average heat transfers inte-
rated over the surface for various S, K, and Pr are shown in Table
. The heat transfer for the conjugate case is compared with the
onconjugate case �S=0�. It is observed that as the solid thickness
ncreases, heat transfer decreases. However, as K is increasing, Qi
ncreases. For K=1000, Qi approaches almost equal to the non-
onjugate case.

Concluding Remarks
The Reynolds number considered is 15,000 because the flow

ecomes fully turbulent and then it becomes independent of the
eynolds number. It is observed that the interface temperature is
igh at low Pr. Conversely, the interface temperature decreases
ignificantly as Pr increases. When K is small, the interface tem-
erature is small. As K increases to 1000, the interface tempera-
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ig. 7 Local Nusselt number „Nux… distribution for Pr=1 and
=1000 at various solid thickness ratios „S…
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ournal of Heat Transfer
ture is relatively large. For a small slab thickness S=1, the thermal
resistance is less leading to a higher interface temperature. As S is
increased to 10, it is observed that the interface temperature has
dropped down. It is demonstrated clearly that Nux increases with
Pr because of the thinning of the thermal boundary layer. It is
observed that for the range of K and S, the Nux distributions
superimpose with each other. Heat flux increases as K increases
and it decreases along the wall at higher thermal conductivity
ratio. The heat flux increases as the solid thickness decreases. It
shows clearly that average Nu is a function of Prandtl number
only. As K increases, the average heat transfer increases. For K
=1000, the average heat transfer almost equals the nonconjugate
case.

Nomenclature
C1� ,C2� ,C
 � turbulence model constants

h � width of the jet
k � turbulent kinetic energy

X

Q

0 10 20 30 40 50 60 70

0

0.001

0.002

0.003

K=1
K=10
K=50
K=100
K=500
K=1000

Fig. 9 Heat flux „Qx… distribution for Pr=1 and S=10 at various
various thermal conductivity ratios „K…
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K � thermal conductivity ratio of solid to fluid
�ks /kf�

p̄ � static pressure
p0 � ambient pressure

P̄ � nondimensional static pressure
Pr � Prandtl number
Re � Reynolds number, U0h /�

S � thickness of solid slab

T̄ � dimensional temperature
T� � inlet and ambient temperatures
U0 � average inlet jet velocity

ū , v̄ � dimensional mean velocities in x and y direc-
tions, respectively

Ū , V̄ � nondimensional velocities in X and Y direc-
tions, respectively

x ,y � dimensional coordinates
X ,Y � nondimensional coordinates and

reek Symbols
� ,�t � laminar and turbulent thermal diffusivities,

respectively
� � dissipation

�̄ � nondimensionalized temperature
� ,�t � laminar and turbulent kinematic viscosities

	k ,	� � turbulence model constants

ppendix A: Deriving the Expression for Heat Flux in
he Fluid Side

At the interface between the solid and fluid, the following con-
itions are applied.

• �s=� f at the interface.
• Heat transfer across the interface must be equal.

Table 1 Average Nusselt numb

S �thickness
of solid slab�

Thermal conductivity
ratio K�ks /kf�

Nu
�Pr=0

0 �nonconjugate� — 1.271
1 1 1.334
1 100 1.273
1 1000 1.271
5 1 1.358
5 100 1.279
5 1000 1.272
10 1 1.362
10 100 1.284
10 1000 1.273

Table 2 Heat transfer across the int

S �thickness
of solid slab�

Thermal
conductivity
ratio K�ks /kf�

Qi
�Pr=0.01� �

0 �nonconjugate� — 0.635897 0
1 1 0.282885 0.
1 100 0.628321 0
1 1000 0.635132 0
5 1 0.0868023 0.0
5 100 0.599475 0
5 1000 0.63207 0
10 1 0.0464729 0.0
10 100 0.56658 0
10 1000 0.628251 0
72201-6 / Vol. 130, JULY 2008
The wall heat flux on the fluid side is given by

Qf =
��w − �p,f�c


3/4kn
1/2

Prt� 1

�
log�EY+� + Pf� �A1�

where Pf is given by

Pf = 9.24�� Pr

Prt
�3/4

− 1��1 + 0.28 exp�− 0.007
Pr

Prt
�� �A2�

The heat transfer in the solid side is given by

Qs = −
1

Re Pr
� ks

kf
� ��

�Y
=

1

Re Pr
� ks

kf
��p,s − �w

�Y
�A3�

The interface temperature is calculated by equating Eqs. �2�,
�A1�, and �A3� where �p,f and �p,s are neighbor temperatures in
the fluid and solid regions.

Appendix B: Deriving the Expression for Nusselt Num-
ber Calculation

Nux =
hcH

k
= hc�T̄w − T̄��

�

�

1

�Cp

1

U0�T̄w − T̄��

U0H

�
�B1�

Nux =
Qw Pr Re

�Cp�T̄w − T̄��U0

�B2�

We can write the above equation as

Nux =
Qw Pr Re

�Cp�T̄w − T̄��U0

�T̄h − T̄��

�T̄h − T̄��
�B3�

Finally,

Nu… at various Prandtl numbers

Nu
�Pr=0.1�

Nu
�Pr=1�

Nu
�Pr=10�

Nu
�Pr=100�

8.30537 31.096 72.7912 152.969
8.83939 31.6452 73.0195 153.062
8.36272 31.2762 72.9244 153.043
8.31165 31.1207 72.8155 152.989
8.8736 31.6568 73.0216 153.062
8.48842 31.5269 73.0311 153.075
8.33092 31.203 72.8876 153.033
8.8775 31.6584 73.0219 153.062
8.55228 31.6108 73.0585 153.082
8.34651 31.2697 72.9384 153.056

ace „Qi… at various Prandtl numbers

i
0.1�

Qi
�Pr=1�

Qi
�Pr=10�

Qi
�Pr=100�

269 0.15548 0.0363956 0.00764847
8034 0.00484193 0.000492944 4.97E−05
863 0.118324 0.0208609 0.00299052

203 0.150738 0.0338425 0.00659982
7382 0.000993511 9.97E−05 9.99E−06
107 0.060686 0.00779314 0.00088023
399 0.1344 0.0264942 0.00428858
4282 0.000498372 4.99E−05 5.00E−06
028 0.0377512 0.004378 0.00046808
457 0.118385 0.0208823 0.00299318
er „

.01�

79
76
54
97
13
16
58
03
28
21
erf

Q
Pr=

.415
044
.384
.41
097

.296

.399
049

.229

.384
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Nux =
Qw,n Pr Re

�̄w

�B4�

here Qw,n is given by

Qw,n =
Qw

�Cp�T̄w − T̄��U0

�B5�

ince �̄�=0, which is used for calculating the local Nusselt num-
er distribution. The average Nusselt number is calculated as

Nu¯ =
1

L
0

L

Nux dx �B6�
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Application of
Electrohydrodynamic Atomization
to Two-Phase Impingement
Heat Transfer
The effect of electric fields applied to two-phase impingement heat transfer is explored
for the first time. The electric field applied between a capillary tube and heated surface
enhances the heat transfer by controlling the free boundary flow modes from discreet
drops to jets, to sprays. Through an experimental study, the impingement heat transfer
was evaluated over a range of operating conditions and geometrical parameters with
subcooled ethanol used as the working fluid. The ability to change the mode of impinging
mass did change the surface heat transfer. The characteristics of the impinging mass on
heat transfer were dependent on flow rate, applied voltage, capillary tube to heated
surface spacing, capillary tube geometry, heat flux, heater surface geometry, and capil-
lary tube array configuration. Enhancement occurred primarily at low heat fluxes (below
30 W /cm2) under ramified spray conditions where the droplet momentum promoted thin
films on the heated surface resulting in 1.7 times enhancement under certain conditions.
Higher heat fluxes resulted in greater vapor momentum from the surface, minimizing the
effect of different impingement modes. The use of capillary tube array allowed for elec-
trohydrodynamics atomization enhancement and higher liquid flow rates, but electrostatic
repulsive forces diverted the spray from the heater surface. This reduced the mass flux to
the surface, leading to premature dryout under certain conditions.
�DOI: 10.1115/1.2885178�

Keywords: electric fields, jet, spray, two-phase heat transfer, electrohydrodynamics, im-
pingement heat transfer
Introduction

Two-phase impingement heat transfer through the use of dis-
reet drops, jets, or sprays is considered a viable method for cool-
ng power electronics where high heat flux and high heat transport
re required as described by Webb �1� and Mudawar �2�. The
haracteristics of the boiling and/or evaporation will vary depend-
ng on the form �i.e., drops, jets, or sprays� of the impinging mass
o the surface. Understanding of the influence of the impinging

ass form is difficult because discreet drops, jets, and sprays typi-
ally cannot be created under the same conditions. Some jet and
pray comparison studies have been accomplished. However, the
uid dynamic operating conditions and geometrical structure are
ot the same; only the heating surface conditions are the same.
ho and Wu �3� measured the same level of critical heat flux

CHF� for both jets �0.76 mm� and sprays, but found that sprays
esulted in a more uniform surface temperature distribution. Estes
nd Mudawar �4� compared three small orifice diameter
0.66 mm, 0.86 mm, and 1.14 mm� jets and three industrial spray
ozzles with different spray angles. They found that the jet and
prays produced comparable CHF at high subcooling with FC-72.
owever, at low subcooling, sprays were better than jets due to

he weak attachment of liquid film. Fabbri et al. �5� tested an
ndustrial nozzle and an array of microjets �Di=0.14 mm�. Their
esults showed that the microjet array required less pumping
ower per unit of power removed. However, at same flow rate, the

Contributed by the Heat Transfer Division of ASME for publication in the JOUR-

AL OF HEAT TRANSFER. Manuscript received November 30, 2006; final manuscript
eceived July 19, 2007; published online May 20, 2008. Review conducted by Jamal

eyed-Yagoobi.

ournal of Heat Transfer Copyright © 20
spray produced higher heat transfer coefficients, because the pres-
sure required to produce the spray resulted in higher droplet mo-
mentum to the heated surface.

It is very difficult to study the effect of different impinging
mass forms under the same flow rate and flow exiting area by
mechanical means. Thus, the objective of this work is to explore
the use of electric fields to control the impinging mass form. An
application of an electric field to free boundary flow exiting a
capillary tube can produce a range of modes.

Electrospraying or electrohydrodynamic atomization �EHDA�
is a process in which the free boundary surface of a liquid flowing
out of a capillary tube is transformed as a result of electric stress.
When an electric field is applied in the vicinity of liquid flow from
a capillary tube, surface charge will be induced on the liquid me-
niscus. The applied electric field accelerates the surface charge
reshaping the meniscus. The shape and characterisitic behavior of
the free boundary surface will depend on the interaction of elec-
trostatic, liquid momentum, gravity, surface tension, and viscosity
forces. This interaction of forces can produce modes from drip-
ping to jets to sprays under the same flow conditions by just
changing the applied voltage. The electric field usually has an
obvious effect on the free boundary flow exiting a capillary tube
within the flow rate range from 10−12 m3 /s to 10−7 m3 /s for ap-
plied voltages up to 30 kV. Even at higher voltages the current
flow is so low, ranging from �10−4 A to 10−6 A, that Joule heat-
ing is negligible.

Zeleny �6� was the first to discover that the nature of liquid
dripping and sprays changed under application of an electric field.
It was over 45 years later when Taylor �7� provided a theoretical
explanation of the well known “Taylor” cone jet mode. This mode
is only one of many that have been discovered over the years

since Zeleny. Using water and various organic liquids in air, Clou-

JULY 2008, Vol. 130 / 072202-108 by ASME
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eau and Prunet-Foch �8� classified five modes not including drip-
ing: cone jet, microdripping, spindle, simple jet, and ramified jet.
rom a review on EHDA, Grace and Marijnissen �9� created a
ow chart identifying 12 modes created from a dripping state,
ith changes in modes occurring as flow rate and applied voltage

ncreased. Furthermore, Jaworek and Krupa �10�, through a quali-
ative study, distinguished ten modes and classified them in terms
f processes occurring in the spray system. Most of these modes
re similar or the same among these three groups of researchers
nd were all obtained using a dc applied voltage. Due to the
omplexity of these free boundary flows in electric fields, there
as been limited progress made in establishing a complete funda-
ental and theoretical understanding. However, it is understood

hat the modes produced depend on the interaction among electro-
tatic, fluid dynamic, and gravitational forces.

EHD enhanced heat transfer has seen significant attention by
esearchers, as reviewed by Jones �11�, Chang et al. �12�, Castel-
anos �13�, and Seyed-Yagoobi and Bryan �14�. However, the ap-
lication of EHDA to enhancing surface heat transfer has not been
tudied before to the authors’ knowledge. In the present study, the
se of electric fields to affect two-phase impingement heat transfer
ill be explored for the first time. The effect of various param-

ters, flow rate, applied voltage, capillary tube type, capillary tube
o heater surface spacing, surface structure, and capillary tube
nteraction is investigated by comparing the impingement heat
ransfer under different conditions. The study is accomplished us-
ng ethanol under a dc field, because this working fluid is affected
y electric fields over a wide range of flow rates.

Experimental Setup and Data Reduction
The experimental system, shown in Fig. 1, is a closed loop

llowing for vertical impingement on a horizontal heated surface
ithin a visualization chamber. Liquid ethanol is pumped by a
ariable speed peristaltic pump through a flow meter to a capillary
ube support fixture connected to the chamber. The capillary tube
upport fixture is attached to a micrometer to allow for precise
eight adjustment between the capillary tube and heated surface.
he chamber has optical access via three windows, two that are
7.8�15.2 cm2, and one that is 8.9�4.4 cm2. The vapor pro-
uced is directly condensed in the chamber around the periphery
f the heater mounting surface, which is 6.5 cm in diameter. The
ondensate is drawn out of the chamber through a subcooling heat
xchanger and then pumped back through the system. In the
resent study, two different capillary tube geometries made of
crylic �Do=4 mm, Di=1 mm� and stainless steel �Do=0.47 mm,
i=0.25 mm� are used, as shown in Fig. 2. The heated surface,

hown in Fig. 2, is made of electronic grade copper having a flat
ircular surface area of either 1 cm2 or 0.5 cm2, which is mounted

Fig. 1 Schematic of impingement cooling system
o a flat or 9 deg sloped surface made of polyetheretherketone

72202-2 / Vol. 130, JULY 2008
�PEEK�. A 100 � thick film resistor capable of supplying 250 W
is vacuum brazed to the copper coupon using an 80%/20% Au–Sn
eutectic alloy strip, which is 25 �m thick �see Fig. 2�.

Fig. 2 Photographs showing copper heater coupon, capillary
tube fixture, and mounting surface configurations
Two 0.5 mm, ungrounded, T-type thermocouple probes are em-

Transactions of the ASME
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edded in the copper coupon on the centerline. One is 1 mm from
he surface and the other is 3.7 mm beneath the first and above the
hick film resistor. The response time of the thermocouple probes
s on the order of 1.3 s. The inlet liquid temperature and chamber
apor temperature are measured with thermistors. The volumetric
ow rate is measured using a calibrated rotameter. The power to

he thick film resistor is supplied through a 150 V programmable
c power supply. A 0 to +10 kV �0–10 mA� dc power supply is
onnected to the capillary tube and the heater surface is grounded.
high speed digital camera was used to capture the flow structure

f the impinging mass and the two-phase heat transfer character-
stics.

The impingement heat transfer performance is determined us-
ng the temperature measurements, the flow rate, and the mea-
ured heater power. The heat flux to the surface is determined as

Table 1 Thermal bridg

Components Material
Area
�cm2�

Heater coupon Copper 1.00
Heater cover ULTEM 5.98

Heater supporter PEEK 4.57
Test chamber Delrin 4.57

Table 2 Uncertainty values for variables in this work

easurement Avg Min Max

s 0–3 kV �0.04°C �0.02°C �0.12°C

s 4–8 kV �0.05°C �0.03°C �0.11°C

i �0.006°C �0.005°C �0.008°C
NA NA �0.1 ml /min

∆Tw (
oC)

25 35 45 55 65 75 85

H
ea
tF
lu
x,

q"
(W
/c
m
2 )

10

25 35 4

10

0
2
6
8

862.50kV 862.50kV

0kV0kV

a
b c

Notes: a – mode images shown occurred on an unheated s
b – spindle (unheated)/cone jet spray (heated)
c – cone jet spray (unheated)/bridging (heated)
d – jet (unheated)/ramified jet spray (heated)
e – jet (unheated)/bridging (heated)
f – spindle (unheated)/ramified jet spray (heated)

90

3

90

3

Q = 0.8 ml/min
We = 0.011

Q = 3
We = 0

Fig. 3 EHDA effect on two-phase impingement
2
applied voltages: As=0.5 cm and H=1 cm on flat m

ournal of Heat Transfer
q� =
Vp

2

RhAs
�1�

The film resistance Rh is 100 �. The accuracy of the heater power
was �0.2 W. The heater power was used instead of the measured
temperature difference within the copper coupon to determine the
surface heat flux, because the total uncertainty in the temperature
difference over the 3.7 mm was too high at low power. The cop-
per coupon is held in place by the PEEK mounting surface and
sealed with silicone o-rings.

The various thermal resistances surrounding the copper coupon
�heater�, shown in Table 1, were at least two orders of magnitude
greater than the resistance of the copper coupon. The thermal
resistance of impinging flow depended on the testing condition.
Using these resistances, the heat loss was estimated to be less than
20% at 5 W /cm2 and less 2% at 35 W /cm2. It should be noted
that the contact resistances are not included in Table 1; thus, the
actual heat losses will be lower than the estimated values.

Knowing the heat flux, the heat transfer coefficient is deter-
mined from

h̄ =
q�

�T̄s − T̄i�
�2�

The surface temperature Ts was determined from the probe tem-
perature 1 mm beneath the surface by accounting for the thermal
resistance. For all the results presented, measurements were ob-

urrounding the heater

ductivity
/m K�

Thickness
�cm�

Thermal resistance
�K/W�

400 0.86 0.22
0.13 0.55 70.8
0.25 1.00 87.5
0.36 4.00 243.1

∆Tw (
oC)

25 35 45 55 65 75 85

H
ea
tF
lu
x,

q"
(W
/c
m
2 )

10

w (
oC)

55 65 75 85

V

86 86

e and only changed where noted on a heated surface

d e 862.50kV 862.50kV f

90

3

in

Q = 7 ml/min
We = 0.85

t transfer at different volumetric flow rates and
e s

Con
�W
∆T

5

kV
.5 k
kV
kV

2.52.5

urfac

ml/m
.15

hea

ounting surface
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ained once steady state was reached, defined as less than 0.1%
emperature change over 5 min. Then 60 data points at a sampling
ate of 3.3 samples /s were recorded via a data acquisition system.

All of tests were conducted at atmospheric pressure, resulting in
6°C subcooled ethanol impinging on the heated surface. Before
ach test, ethanol was circulated for at least 10 min and then the
iquid electric conductivity was measured. The conductivity usu-
lly ranged from 2.8�10−5 S /m to 4.5�10−5 S /m; if it ex-
eeded 4.5�10−5 S /m, the fluid was replaced. The system was
perated at a condition close to CHF for 10 min, and then experi-
ental data were obtained during heating cycle. For each test

ondition, the testing period would not exceed 8 h. When the test
as completed, the liquid conductivity was rechecked. The peri-

taltic pump provided a stable flow rate over the range studied,
ith less than 3% flow oscillation at the lowest flow rate of
.8 ml /min. The flow rate was determined with a rotameter cali-
rated with ethanol at room temperature. Typical total uncertain-
ies �bias and precision� of the different variables are shown in
able 2.

Results and Discussion
The present study is exploratory in nature with the goal being to

etter understand �1� how EHDA will affect two-phase impinge-
ent heat transfer and �2� if EHDA can be used as a tool to study

he effect of impinging mass form on heat transfer. The interaction
mong the electrostatic and hydrodynamic forces will determine
he form of the impinging mass. The modes that evolve will de-
end on

ModeE

= f� �V,Q,H�

operating parameters

,��,�,�,�el,�l,�ev,�v�

fluid properties

, �Di,Do,Me�

geometrical parameters

�

�3�

The effect of the operating and geometrical parameters on two-
hase impingement heat transfer will be explored with ethanol as
he working fluid. The ranges of operating parameters studied are
pplied voltage V from 0 kV to 8 kV, volumetric flow rate Q

Applied Voltage, V (kV)
0 2 4 6 8

h E
/h
0

0.9

1.0

1.1

1.2

1.3

1.4

1.5

Stainless Steel
Acrylic

q” = 10 W/cm2
Q = 3 ml/min
H = 1 cm
As = 0.5 cm2
Flat mounting surface

Fig. 4 Effect of applied voltage and capillar
„hE is the average enhanced heat transfer c
efficient obtained at 0 kV with the acrylic ca
rom 0.8 ml /min to 9 ml /min, and capillary tube to heated sur-

72202-4 / Vol. 130, JULY 2008
face distance H from 0.5 cm to 2 cm. Furthermore, initial results
highlighting the effect of a structured surface and capillary tube
array on EHDA enhanced two-phase impingement heat transfer
will be presented.

3.1 Effect of Flow Rate. The impingement heat transfer was
studied as a function of volumetric flow rate and applied voltage,
using the acrylic capillary tube. For a given capillary tube dimen-
sion, the magnitude of the flow rate will establish the hydrody-
namic nature of the flow exiting the capillary tube. The flow,
whether it is surface tension or momentum dominated, can be
characterized with the Weber number, defined here as

We =
4�lDoQ2

��Di
2�2�

�4�

Results for three different flow rates are shown in Fig. 3.
The heat transfer is enhanced as applied voltage and volumetric

flow rate are varied, as shown in Fig. 3. The electrostatic and
liquid momentum forces, relative to surface tension force, in-
crease with increasing voltage and flow rate, respectively, which
are qualified by the Weber number �We� and electric Weber num-
ber �WeE� shown in Table 3. The electric Weber number relates
the electric pressure to surface tension defined here as

WeE =
�Eo

2Do

4�
�5�

The electric field is approximated as the field between a hyperbo-
loid and plate �15�

Eo =
4V

Do ln�8H/Do�
�6�

In general, the increase in electrostatic force results in a lower
wall superheat by changing the mass distribution to the surface
while the increase in momentum results in a higher achievable
CHF. However, the effect of the electrostatic force changes as the
flow rate increases due to the increased liquid momentum. This is
better understood by examining the EHDA mode images within
each graph �Fig. 3� and the ratio of WeE /We shown in Table 3.

Stainless Steel
Do = 0.47 mm
Di = 0.25 mm

Acrylic
Do = 4 mm
Di = 1 mm

0 kV 0 kV

4 kV 4 kV

7 kV 7 kV
ss

heater surface

be geometry on impingement heat transfer
ficient and ho the average heat transfer co-
ary tube…
αs

H

αs

H

y tu
oef
For the low flow rate, 0.8 ml /min, the electrostatic force domi-
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ates over surface tension and liquid momentum. The change in
he impinging mode, i.e., mass distribution to the surface, results
n a slight decrease in the wall superheat throughout the heat flux
ange once a spray is created �V	6 kV�. The spray mode is dif-
erent at this flow as the droplets produced are more monodis-
erse. As the flow rate is increased, the spray produced becomes
ore polydispered because the jet breakup starts from a kink-type

nstability, breaking the jet into a range of droplet sizes �8–10�.
oth sprays produce enhancement. The effect of EHDA on the

wo-phase heat transfer process decreases as the heat flux and flow
ate increase due to the increase in vapor momentum at the sur-
ace and liquid momentum to the surface, respectively. Beyond
�=30 W /cm2, the vigorous surface boiling and increased vapor
ow prevent any further enhancement with EHDA. However,
nce a spray is produced �V
6 kV�, the surface mass flux de-
reases because the impact diameter of the spray is larger than the
eated surface. This will be discussed further in the next section.
t is important to note that at voltages of 6 kV and 8 kV, the
odes can change �see descriptions in Fig. 3� once the impinging

urface is heated due to the vapor interaction with the impinging
ow.
The variation in the EHDA effect was the greatest at Q

3 ml /min, so it was decided that the effect of other parameters
resented would be studied at this flow rate. The repeatibility of
he results at Q=3 ml /min, shown as the error bars in the graph,
as verified by repeating the experiments over three different
ays.

3.2 Effect of Applied Voltage, Capillary Tube Type, and
eight. The greatest variation in heat transfer with EHDA was
easured at Q=3 ml /min and q�=10 W /cm2. This condition was

sed to better understand the effect of the applied voltage �V�, the
ype of capillary tube, and the capillary tube to heated surface
pacing �H�. Results are shown in Figs. 4 and 5. The results are
resented as the ratio of the average enhanced heat transfer coef-
cient hE to the average heat transfer coefficient ho obtained at
kV with the acrylic capillary tube. The effects of momentum

nd electric field for the same flow rate and applied voltage are
ompared using the stainless steel and acrylic capillary tubes. Hy-

Capillary to Heated Surface Height, H (cm

0.0 0.5 1.0 1.5 2.0 2

h E
/h
o

1.0

1.2

1.4

1.6

1.8

Stainless Steel
Acrylic

q” = 10 W/cm2
Q = 3 ml/min
V = 7 kV
As = 0.5 cm2
Flat mounting surface

Fig. 5 Effect of height and nozzle geometry
age enhanced heat transfer coefficient and h
at 0 kV with the acrylic capillary tube…
rodynamically, the momentum will increase by 16 times as the

ournal of Heat Transfer
inside diameter Di decreases from 1 mm �acrylic� to 0.25 mm
�stainless steel�. This effect can be seen in the hE /ho data and the
images shown in Fig. 4 at 0 kV. However, the increase in heat
transfer is limited to less than 10% because surface tension main-
tains a liquid film on the heater surface. The flat mounting plate,
see Fig. 2, maintains the liquid film, �2 mm thick, over the entire
surface.

The intensity of the electric field for a given applied voltage is
significantly greater for the stainless steel capillary tube compared
to the acrylic capillary tube. The voltage is directly applied to the
stainless steel capillary �see Fig. 2�. In the acrylic capillary tube,
the high voltage is applied to a 1.6 mm electrode located in the
liquid channel �see Fig. 2�, 10.6 mm upstream from the exit of the
capillary tube. Thus, the spacing between the high voltage source
and the grounded heater surface is smaller for the stainless steel
capillary tube. The combination of the smaller spacing and
smaller tube diameter results in a much more intense electric field
in the region around the tube tip for the stainless steel capillary
tube, creating a larger Coulombic force.

As voltage is increased from 0 kV, the heat transfer enhance-
ment for both capillaries increases differently, as seen in Fig. 4.
EHDA has only a slight effect for applied voltages less than 5 kV
with the stainless steel capillary tube due to the 16 times increase
in momentum, even with the more intense electric field. This can
be seen visually in the image at 4 kV in Fig. 4 where there is no
noticeable change in the jet compared to 0 kV. However, the tran-
sition from dripping to a jet occurs between 2 and 6 kV with the
acrylic capillary tube, see image at 4 kV, and this results in an
increase in heat transfer. The transition to a spray for both capil-
lary tubes is obvious but different. For the stainless steel, the
increase in heat transfer is significant from 5 kV to 6 kV but
drops slightly from 6 kV to 7 kV. For the acrylic, the transition
from jet to spray occurs from 6 kV to 7 kV with a continued in-
crease in heat transfer with further increase in applied voltage.
The reason for the increased heat transfer and differences between
the two capillary tubes is due to the momentum and spreading of
the spray. When the mode transitions to a spray, the momentum of
the drops increases evident by the thinning of the liquid film over
the heated surface, seen to some degree in the images at 7 kV in

Stainless Steel Acrylic

H
0.5 cm

1.0 cm

2.0 cm

impingement heat transfer „hE is the aver-
e average heat transfer coefficient obtained
)

.5

on
o th
Fig. 4. The increased droplet momentum is due to the Coloumbic
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orce attraction of the charged drops to the heated surface. This is
bviously greater with the stainless steel capillary due to the more
ntense electric field. Once a spray is created, further increase in
pplied voltage �increase in field intensity� will increase the spray
ngle �s due to the increased repulsive force between the charged
roplets. Additionally, once a spray is produced, further increase
n field intensity will shorten the point of jet breakup, smaller Hs,
ncreasing the height above the heated surface where the spray in
reated. Both of these effects, greater �s and smaller Hs, will
esult in less mass flux to the heated surface as electric field in-
ensity increases. Inspection of the images at 7 kV in Fig. 4 shows
his effect. The spray impinging diameter is much greater than the
eated surface diameter for the stainless steel capillary tube result-
ng in a measurable decrease in heat transfer enhancement for
pplied voltages greater than 6 kV. The spray and surface diam-
ters are similar for the acrylic capillary tube for the voltage range
tudied; however, the same decay in heat transfer enhancement
ould occur at higher applied voltages.
Knowing that the electric field intensity will have a significant

ffect on the spray angle and in turn the heat transfer, the effect of
apillary tube to surface height was studied for both configura-
ions. The results for the two configurations are different, as
hown in Fig. 5. As H is increased, the heat transfer enhancement
ecreases significantly for the stainless steel capillary tube. From
nspection of the images, it is evident that the mass flux and mo-

entum to the heater surface are highest at H=0.5 cm and de-
rease with increasing H. The behavior for the acrylic nozzle is

able 3 Comparison of the ratio of WeE /We for results shown
n Fig. 3

Q
�ml/min� We

WeE /We

2.5 kV
4.6

6 kV
26.5

8 kV
47.2

0.8 0.01 460 2650 4720
3.0 0.15 31 177 315
7.0 0.85 5 31 56

Heat Flux, q" (W/cm2)

0 10 20 30 40 50 60 70 8

h E
/h
o

0.95

1.00

1.05

1.10

1.15

1.20

1.25

1.30

1.35

1.40

1.45

1.50

1.55
Stainless Steel Capillary

Do = 0.47 mm, Di = 0.25 mm

Acrylic Capillary
Do = 4.0 mm, Di = 1.0 mm

6 kV
8 kV

6 kV
8 kV

H = 1 cm
Q = 3 ml/min
As = 0.5 cm2
Flat mounting surface

Fig. 6 Effect of heat flux on impingement heat

coefficient and ho the average heat transfer coefficien
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different with the heat transfer increasing with increasing H, but
only slightly. The electric field intensity for the acrylic is less than
the stainless steel, so the spray, if produced will have less momen-
tum. Since the momentum is less, the liquid film on the heater
surface caused by the flat mounting plate remains, which can be
seen to some extent in the images in Fig. 5. At H=0.5 cm, the
liquid film on the heater surface is drawn up to the tip of the
capillary tube due to the polarization force �dielectrophoretic
force, − 1

2E2���, which will draw the liquid of higher permittivity
toward the region of highest electric field intensity. This bridging
effect, shown in Fig. 5, prevents a spray from being produced
resulting in no increase in heat transfer. As H is increased, a spray
is produced, but with less momentum resulting in a slight heat
transfer enhancement.

The power consumption was also evaluated by measuring the
current for selected conditions from the data shown in Fig. 4;
these results are listed in Table 4. The current for the stainless
steel capillary tube was always the highest for a given applied
voltage due to the higher field intensity. The maximum power
consumption measured was 0.08 W occurring at 7 kV and
10 W /cm2. The current measured in this work was generally one
order of magnitude lower than the current typically measured in
EHD enhanced heat transfer processes �14�. Convection of charge
was measurable and increased with increasing flow rate and heat
flux.

The results presented in Figs. 4 and 5 were obtained at a heat
flux of only 10 W /cm2. The effect of heat flux for the two capil-
laries tube configurations is shown in Fig. 6. There is no measur-

Table 4 Current measurements with stainless steel capillary
tube for Q=3 ml/min and H=1 cm

V �kV�

Measured current ��A�

at 0 W /cm2 at 10 W /cm2

2.5 5 5
6 9 9
7 10 11

q”
(W/cm2)

10

40

0 kV 6 kV 8 kV
Stainless Steel Capillary

q”
(W/cm2)

10

40

0 kV 6 kV 8 kV

Acrylic Capillary

nsfer „hE is the average enhanced heat transfer
0

tra

t obtained at 0 kV with the acrylic capillary tube…
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ble increase in the heat transfer above 30 W /cm2 compared to
he 0 kV case, represented as ho. It is evident from the images that
he mass flux to the heater surface has decreased at 6 kV and

kV, because of the repulsive forces on the charged drops. How-
ver, the heat transfer is not negatively effected until 70 W /cm2,
ust before CHF is reached. This is interesting considering less

ass is impacting the heater surface, providing evidence that
reater boiling efficiency can be achieved with better impinging
ass distribution. It is important to note that increasing heat flux

ig. 7 Effect of surface support structure and surface area on
mpingement evaporation with no applied electric field through
tainless capillary tube

Fig. 8 Effect of EHDA, surface support structure,
the stainless capillary tube „hE is the average enha

transfer coefficient obtained at 0 kV…

ournal of Heat Transfer
has an effect on the EHDA modes produced. The amount of vapor
flow around the capillary tube increases as the heat flux increases
affecting the surface charge behavior on the jet. The change in
EHDA modes with and without a heated surface is noted in Fig. 3.

3.3 Effect of Mounting and Heater Surfaces. Both the
mounting surface and size of the heater surface affect the heat
transfer from the surface, as shown in Fig. 7. The mounting sur-
face affects liquid drainage from the heated surface. With a flat
mounting surface �see Fig. 2�, liquid is retained on the surface
around the heater due to the surface tension. This has two effects:
�1� A liquid film is retained over the heated surface increasing the
thermal resistance, and �2� additional liquid is supplied to heater
surface as impinging mass is evaporated. These two effects result
in a higher wall superheat and higher CHF, respectively, compared
to the sloped mounting surface. The effect of the liquid film re-
sistance with the flat mounting surface is evident in Fig. 7, where
the wall superheat is greater at all heat fluxes compared to the
sloped surface. The sloped surface prevents liquid retention, so the
only liquid held around the heater surface is due to its surface
tension only.

An increase in the heater surface area with a sloped mounting
surface further changes the heat transfer characterisitics for a
given impinging mass flow rate condition. At low heat fluxes,
�30 W /cm2, the larger surface area allows for greater liquid re-
tention thus greater thermal resistance resulting in a higher wall
superheat. Above 30 W /cm2 the interaction of the surface nucle-
ation process and the convection via jet impingement result in a
slightly lower thermal resistance for the larger 1 cm2 surface com-
pared to the 0.5 cm2 surface. However, the larger surface area
leads to local dryout occurring at the periphery at lower heat
fluxes.

The application of an electric field further changes the heat
transfer for the different surface conditions. These results pre-
sented as he /ho versus heat flux are shown in Fig. 8. The mount-
ing surface and surface size influenced the liquid distribution on
the heater surface where the electric field influences the mass
distribution coming to the surface. The mass impacting the surface

d surface area on impingement heat transfer with
d heat transfer coefficient and ho the average heat
an
nce
JULY 2008, Vol. 130 / 072202-7
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t an applied voltage of 7 kV is in the form of a ramified spray
polydisperse droplet distribution� compared to a jet at 0 kV. At

kV, the volumetric flow rate at 3 ml /min is distributed over a
arger area than 1 cm2. The overall momentum of the mass im-
acting the surface is greater and the amount of mass is less with
he ramified spray resulting in a thinner liquid film and a pro-
unced increase in heat transfer. The heat transfer enhancement
ecreases rapidly as the heat flux increases due to the increase in
uface nucleation, increase in vapor momentum escaping from the
urface, and less than 3 ml /min impacting the heater surface.

3.4 Effect of Heater Surface Geometry. The effect on
HDA on a geometrically enhanced heater surface was explored,

ecognizing the influence and interaction between the impinging
ass and the surface conditions. The enhanced surface structure

hown in Fig. 9 was vacuum brazed to the heater surface. This
urface is being investigated for microchannel convective boiling
nd is only tested here to obtain a preliminary understanding of
he effect of enhanced surfaces on impingement heat transfer. The
esults are shown in Fig. 9, where the effects of the enhanced
urface and EHDA are compared to the same size smooth surface.

lower thermal resistance is achieved with the enhanced surface
t 0 kV compared to the smooth surface up to 30 W /cm2. It is
mportant to note that the heat transfer coefficient, determined
rom Eq. �2�, was based on the same thermocouple location for
oth the smooth and enhanced surfaces. That is, the temperature
easurement was not normalized to the surface, indicating that

he 0.8 mm high finned surface reduced the overall liquid film
esistance. Higher thermal resistance resulted at heat fluxes
reater than 30 W /cm2, because the channels blocked liquid sup-
ly from evenly distributing over the 1 cm2 surface, resulting in
remature dryout starting at the periphery. This is shown in Fig. 9
s an hE /ho value less than 1.0, because the smooth surface pro-
uced a lower thermal resistance than the enhanced surface above
0 W /cm2. The thermal resistance was decreased further with
HDA at 6 kV for heat fluxes below 25 W /cm2. The EHDA pro-
ided better liquid distribution over the enhanced surface. Above
5 W /cm2, no measureable enhancement occured due in part to

Heat flux, q" (W/cm2)

0 5 10 15 20 25 30 35 40

h E
/h
o

0.8

1.0

1.2

1.4

1.6

1.8
7 kV on smooth surface
enhanced surface
6 kV on enhanced surface

Q = 3 ml/min
V = 7 kV
H = 0.75 cm
As = 1 cm2

Fig. 9 Effect of surface structure and EHDA on im
heat transfer coefficient and ho the average heat
surface…
ome of the liquid not impacting the heated surface.

72202-8 / Vol. 130, JULY 2008
3.5 Single Capillary Tube Versus Capillary Tube Array.
The impinging liquid distribution on the heated surface directly
affects the nature of the two-phase heat transfer. The results pre-
sented thus far have been for free boundary flow from a single
capillary tube impinging on a heated surface. An array of capil-
laries creates the ability to redistribute and/or increase the mass

Fig. 10 Sequence of images showing effect of electric field on

0.4 mm

Height = 0.8 mm

q” = 35 W/cm2

0 kV

6 kV

gement heat transfer „hE is the average enhanced
nsfer coefficient obtained at 0 kV on the smooth
pin
tra
capillary tube array
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ate to the heated surface. Preliminary array experiments were
erformed to understand how the electric fields would affect the
mpinging liquid characteristics.

The application of an electric field to an array of capillary tubes
ompared to a single capillary tube is different. A sequence of
mages is presented in Fig. 10 showing that as the applied voltage
s increased, surface charge distorts the jets produced. The in-
rease in surface charging and electric field causes the jets and
roplets to divert away from neighboring capillary tubes, due to
he like charge repulsion. As seen in the images, the electrostatic
epulsive force competes with the flow momentum. The repulsive
orces are significant relative to the liquid momentum at a flow of

ml /min where the jets are diverted beyond the edge of the
eater surface at 3 kV and above. It should be noted that without
HDA the jets would impinge on the heated surface 2 mm radi-
lly from the periphery. The increased liquid momentum at
.6 ml /min reduces the significance of the repulsive forces.

As expected, the application of an electric field to an array will

Heat Flux, q" (W/cm2)

0 10 20 30 40 50 60 70

h E
/h
o

0.9

1.0

1.1

1.2

1.3

1.4

1.5

1.6

1.7

Q = 3 ml/min

q” = 5 W/cm2 q” = 19 W/cm2
0 kV

6 kV

0 kV

6 kV

0 kV

6 kV

0 kV

6 kV

Fig. 11 Effect of capillary tube array on impingem
transfer coefficient and ho the average heat transfer
hange the impinging heat transfer characterisitics compared to a

ournal of Heat Transfer
single capillary tube under the same total mass flow rate. Results
highlighting the difference in heat transfer enhancement between
a single capillary tube and array for two different flow rates are
shown in Fig. 11. At a flow rate of 3 ml /min and 6 kV applied
voltage, the heat transfer is supressed and CHF is reached just
above 20 W /cm2, because the electrostatic repulsive forces divert
most of the liquid from impinging on the heated surface. At the
higher flow rate, EHDA enhancement is created for the array up to
50 W /cm2, but not for a single capillary tube. With the array, the
liquid momentum is lower and EHDA enhances the liquid distri-
bution to the heater surface through a ramified spray. In the single
capillary tube, the liquid momentum is 16 times greater, so at the
same applied voltage EHDA has no measurable impact on the heat
transfer. Above 50 W /cm2, the lower mass flux to the surface
caused by the diverging sprays leads to premature dryout com-
pared to the 0 kV condition. It is important to note that at 0 kV
the array of four capillary tubes results in a lower heat transfer

Heat Flux, q" (W/cm2)

0 10 20 30 40 50 60 70

h E
/h
o

0.9

1.0

1.1

1.2

1.3

1.4

1.5

1.6

1.7

1 capillary
4 capillaries
4 vs. 1 at 0 kV

Q = 8.6 ml/min

H = 0.75 cm
V = 6 kV
As = 1 cm2

q” = 15 W/cm2 q” = 60 W/cm2
0 kV

6 kV

0 kV

6 kV

0 kV

6 kV

0 kV

6 kV

t heat transfer „hE is the average enhanced heat
fficient obtained at 0 kV with a single capillary tube…
en
coefficient compared to a single capillary tube because the flow
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rom a single capillary tube is a jet while the flow from the array
s discreet drops, which have lower momentum. Lower liquid mo-

entum at the heated surface correlates to lower convective heat
ransfer enhancement.

Conclusion
In this work, the effect of applying an electric field to two-

hase impingement heat transfer was explored. The ability to
hange the mode of impinging mass from discreet drops to a jet
nd then a spray did change the surface heat transfer. The effect of
he impinging mass on enhancing heat transfer was dependent on
ow rate, applied voltage, capillary tube to heated surface spac-

ng, capillary tube geometry, heat flux, heater surface geometry,
nd capillary tube array configuration.

The enhancement occurred primarily at low heat fluxes �below
0 W /cm2� under ramified spray conditions where the droplet
omentum promoted thin films on the heated surface. Higher heat
uxes resulted in greater vapor momentum from the surface mini-
izing the effect of different impingement modes. The use of

apillary tube array allowed for EHDA enhancement and higher
iquid flow rates, but electrostatic repulsive forces diverted the
pray from the heater surface reducing the mass flux to the surface
eading to premature dryout under certain conditions. Increased
HDA enhancement at higher heat fluxes will require a better
nderstanding of electric field interaction within arrays and
reater knowledge of impinging mass to surface interactions.

Based on this exploratory study, the application of electric
elds to two-phase impingement heat transfer can result in the
eduction and control of wall superheat. Furthermore, the results
btained provide indication of the opportunities and challenges
ith two-phase impingement heat transfer. It is evident that both

mpinging mass characteristics and surface conditions influence
he surface thermal resistance and the maximum transport achiev-
ble.
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omenclature
As  heater surface area �cm2�
Di  inner diameter of the nozzle �mm�
Do  outside diameter of the nozzle �mm�
E  electric field �V/m�
h  heat transfer coefficient �W /m2 K�
H  distance from the capillary tip to heated sur-

face �cm�
Hs  distance from the capillary tip to jet breakup

�mm�

Me  geometry parameter

72202-10 / Vol. 130, JULY 2008
Q  flow rate �ml/min�
q�  heat flux �W /cm2�
Rh  thick film resistance ���
T̄i  average impinging liquid temperature �°C�
T̄s  average heater surface temperature �°C�
V  applied voltage �kV�

Vp  heater voltage �V�
We  weber number

WeE  electric Weber number
�s  spray angle

�Tw  temperature difference between heater surface
and impinging liquid �°C�

�  permittivity �F/m�
�  viscosity
�  density �kg /m3�
�  surface tension �N/m�

�e  electric conductivity �S/m�

Subscripts
E  enhanced
l  liquid
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Instability of Nanofluids in
Natural Convection
Instability of natural convection in nanofluids is investigated in this work. As a result of
Brownian motion and thermophoresis of nanoparticles, the critical Rayleigh number is
shown to be much lower, by one to two orders of magnitude, as compared to that for
regular fluids. The highly promoted turbulence, in the presence of nanoparticles for as
little as 1% in volume fraction, significantly enhances heat transfer in nanofluids, which
may be much more pronounced than the enhancement of the effective thermal conductiv-
ity alone. Seven dominating groups are extracted from the nondimensional analysis. By
extending the method of eigenfunction expansions in conjunction with the method of
weighted residuals, closed-form solutions are derived for the Rayleigh number to justify
such remarkable change by the nanoparticles at the onset of instability.
�DOI: 10.1115/1.2908427�

Keywords: nanofluids, nanoparticles, instability, natural convection, critical Rayleigh
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Introduction
Novelty of nanofluids, regular fluids �water and ethylene gly-

ol� mixed with a very small amount of suspended metallic or
etallic oxide nanoparticles �Cu, CuO, and Al2O3� or nanotubes,

ncludes the significant enhancement of the effective thermal con-
uctivity �1–5� and the considerably higher Nusselt number
6–10� than those predicted from macroscopic models. For as
ittle as 0.3% volume fraction �0.3 vol % � of 10 nm copper nano-
articles blended with ethylene glycol, the effective thermal con-
uctivity of the nanofluid compound could increase by 40% �1�.
lumina nanoparticles mixed with water, as another example, re-

ults in 10–30% increase in the effective thermal conductivity
hen 1–4 vol % of alumina is present in the compound �5�.
ingle-phase convective heat transfer coefficient, in parallel, has
een extended to estimate the heat removal rate by nanofluids.
ven with the use of the nanofluid thermophysical properties in

he single-phase correlation for turbulent flow in round tubes
6,7,10�, however, Nusselt number can still be over 30% higher
han predicted. Other examples for the drastic change of thermo-
uid properties by nanoparticles include abnormal increase in vis-
osity in the presence of 1–10 vol % of alumina/titania added in
ater �6�.
Remarkable enhancements in the presence of nanoparticles/

anotubes at extremely low volume fractions have attracted a lot
f attention in identifying the governing mechanisms. The
urface-area-to-volume ratio inversely proportional to the diam-
ter of the particle is believed to be responsible for the large
eviations from the macroscopic model when predicting the effec-
ive thermal conductivity �1�. Since most macroscopic models do
ot include the particle size, the deviation would increase as the
article size becomes smaller. Various attempts have thus been
ade to determine the governing mechanisms in nanoscale, in-

luding a modified Maxwell model accounting for the ordered
anolayer near the particle-fluid interface �11�, Brownian motion
f nanoparticles in fluids �12,13�, ballistic nature of heat transport
ithin nanoparticles �14,15�, thermophoretic diffusion of nanopar-

icles in fluids �10�, and thermal lagging in nanoparticles with a
arge surface-area-to-volume ratio �16�. It seems that combination
f some of the above, such as Brownian motion combined with
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fluid mediated clustering/ballistic phonon transport or thermal lag-
ging combined with large surface-area-to-volume ratios in nano-
particles, contributeS much more than any effect alone in explain-
ing the anomalous enhancement of the effective thermal
conductivity.

This work is motivated by the recent experimental finding that
as the power input increases, the temperature difference between
the evaporator and the condenser in the nanofluid heat pipe was
able to keep constant �17�. For 1 vol % of diamond nanoparticles
of 5–50 nm, this unusual phenomenon prolongs to a power input
of 336 W, which is the highest that the experimental setup could
reach. While the effective thermal conductivity of nanofluids
could be very well improved by the nanoparticles immersed, ad-
ditional mechanisms must exist in nanofluids that enhances the
overall heat transfer coefficient under such high power input.
Nanoparticles will not stationarily suspend as a temperature gra-
dient is established across the test section. In addition to Brownian
motion of the nanoparticles, even though the nanofluid may ap-
pear quiescent overall, thermophoretic diffusion �10,18� is another
driving force that repositions the nanoparticles in the fluid all the
time. Should natural convection be found more effective than the
increase in the effective thermal conductivity, in terms of earlier/
easier transition from the laminar into the turbulent regimes, for
example, the overall heat transfer coefficient would become
higher since the heat transfer coefficient in turbulence is much
higher that that in laminar flow. While heat transfer correlation for
turbulent flow of nanofluids in a round tube has been established
�10� and enhancement of thermal conductivity for free convection
of nanofluids in a rectangular cavity has been accommodated �19�,
this work aims to resolve the Bénard instability of nanofluids be-
tween two plates at different temperatures and volume fractions of
nanoparticles. The emphasis is placed on the significant reduction
in the critical Rayleigh number, and hence the earlier/easier tran-
sition into the turbulent regime, as a result of the Brownian mo-
tion and thermophoresis of nanoparticles in a quiescent fluid.
Bènard instability for regular fluids is reformulated to accommo-
date such effects. It is shown that in the presence of a mere
1 vol % of nanoparticles, the critical Rayleigh number governing
the transition from laminar to turbulent regime is reduced by one
to two orders of magnitude. The resulting critical Rayleigh num-
ber is of the order of several �100� to several tens �101�, as com-
pared to 657.5 �102� for regular fluids, justifying dominance of
turbulence in nanofluids, which may improve the heat transfer rate

by as much as one order of magnitude as compared to that in
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aminar flow. To demonstrate such unusual enhancement of turbu-
ence in nanofluids, a nondimensional analysis is performed to
xtract the dominating parameters, and closed-form solutions are
btained to avoid all numerical uncertainties. Their effects are
llustrated along with the characteristic dimension of the Bènard
ells developed in nanofluids.

Formulation
While viscosity, density, thermal conductivity, and specific heat

f nanofluids may depend on the volume fraction of nanoparticles,
or the purpose of characterization and estimates of the various
ffects on the order of magnitude, all thermophysical properties of
anofluid shall be assumed constant in the analytical formulation.
he nanofluid is assumed incompressible, with gravity aligned
ith the x3-direction. The continuity and momentum equations are

�uj

�xj
= 0, �� �ui

�t
+ uj

�ui

�xj
� = −

�p

�xi
+ �ui,j j − �g�i3, i, j = 1,2,3

�1�

here a repeated index �j� refers to summation, uj�� /�xj�
u1�� /�x1�+u2�� /�x2�+u3�� /�x3�, and ui,j j �ui,11+ui,22+ui,33
�2ui. The nanofluid density ��� in Eq. �1� is

� = ��p + �1 − ��� f or
�

� f
= ���p

� f
� + �1 − �� �2�

nheriting the concept of volume fraction, mixture theory
weighted mean� has been applied to estimate the nanofluid den-
ity. Such weighted means may be more suitable for more nano-
articles than a few percent, but have been adopted in the phe-
omenological approaches describing the nanofluid properties
10�. The density of the nanofluid can be approximated by that of
he base fluid, i.e., ��� f, since the volumetric fraction of nano-
articles is only a few percent �1�. For alumina nanoparticles in
ater, for example, ��p /� f��4 and a value of �=2% results in

� /� f��1.06. With the nanofluid density used in Eq. �1�, there-
ore, the Boussinesq approximation is extended to the base fluid
� f� in accounting for the density change due to the temperature
hange. The specific weight ��g� in Eq. �1� thus becomes

�g = ���p + �1 − ��� f�g � ���p + �1 − ��	��1 − ��T − T0��
�g
�3�

elative to the flow velocities, nanoparticles also display Brown-
an motion and thermophoresis due to their size on the nanoscale.
rownian motion is proportional to the volumetric fraction of
anoparticles, in the direction from high to low concentration,
hereas the thermophoresis is proportional to the temperature gra-
ient, from hot to cold. Mass flux of the nanoparticles in base fluid
jp�, therefore, is superposition of the two �10�,

jp = − �pDB � � − �p�DT

Tb
� � T �4�

here DB represents the Brownian diffusion coefficient, given by
instein-Stokes’s equation, and DT represents the thermophoretic
iffusion coefficient of the nanoparticles:

DB =
kBT

3��dp
, DT = ��

�
�� 0.26k

2k + kp
�� �5�

ote that the expression DT shown in Eq. �5� was established for
articles greater than 1 �m in diameter. In the absence of thermo-
horetic data, however, it has also been extended to particles of
ean diameters in 1–100 nm. Vector notations are recovered in
q. �4� to avoid coexistence of p �for nanoparticles� and j �Carte-
ian coordinates� in the indicial notations. Bulk temperature �Tb�
n natural convection can be defined on the basis of the “fictitious”
elocity, g�D��T� �20�, in preserving the rate of enthalpy advec-

ion over a cross section. In the linear theory, temperature change

72401-2 / Vol. 130, JULY 2008
in the nanofluid is assumed small in comparison to Tb. Therefore,
nanofluid temperature T in the denominator of Eq. �4� has been
replaced by Tb. Likewise, in approximating a constant value for
DT in Eq. �5�, � is replaced by �b, the nominal nanoparticle
volume fraction �10�. By assuming constant coefficients in Eq.
�4�, the continuity equation for the nanoparticles is

��

�t
+ uj

��

�xj
= −

1

�p
� · jp = DB�,j j + �DT

Tb
�T,j j �6�

Drifting of nanoparticles in fluids represented by jp, now in-
cluding both Brownian motion and thermophoretic diffusion rela-
tive to the flow velocities, introduces additional flow work in the
energy equation,

�c� �T

�t
+ uj

�T

�xj
� = − � · q + hp � · jp where q = − k � T + hpjp

�7�

Substituting the expression for q and restoring jp as shown in Eq.
�4�, the energy equation becomes

�c� �T

�t
+ uj

�T

�xj
� = kT,j j + �pcp�DB� ��

�xj
�� �T

�xj
� + �DT

Tb
� �T

�xj
2�

�8�

Clearly, Brownian motion and thermophoresis of nanoparticles
introduce additional nonlinear effects for heat transport in nano-
fluids.

Equations �1�, �6�, and �8� provide six equations for six un-
knowns: three velocity components �ui�, pressure �p�, volumetric
fraction of nanoparticles ���, and temperature �T�. By introducing
the following nondimensional parameters,

Xi =
xi

D
, � =

t

�D2/	�
, P =

p

��	2/D2�
, 
 =

� − �1

�0 − �1
,

� =
T − T1

T0 − T1
, Ui =

ui

�	/D�
�9�

the unabridged forms of Eqs. �1�, �6�, and �8� become

�U1

�X1
+

�U2

�X2
+

�U3

�X3
= 0 �10�

�U1

��
+ U1

�U1

�X1
+ U2

�U1

�X2
+ U3

�U1

�X3
= −

�P

�X1
+ Pr�2U1 �11�

�U2

��
+ U1

�U2

�X1
+ U2

�U2

�X2
+ U3

�U2

�X3
= −

�P

�X2
+ Pr�2U2 �12�

�U3

��
+ U1

�U3

�X1
+ U2

�U3

�X2
+ U3

�U3

�X3

= −
�P

�X3
+ Pr�2U1 − H	�− 1 + ��T1 − T0����1 − 1� + R��1


− RaPr��1 − 1�� − H�R� − 1 + ��T1 − T0����0 − �1�


− RaPr��0 − �1��
 with H =
RaPr

�13�

��T0 − T1�
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��
+ U1

�


�X1
+ U2

�


�X2
+ U3

�


�X3
= NBT�2
 + NTT�2� �14�

��

��
+ U1

��

�X1
+ U2

��

�X2
+ U3

��

�X3

= �2� +
1

Le
�� �


�X1
�� ��

�X1
� + � �


�X2
�� ��

�X2
� + � �


�X3
�� ��

�X3
��

+
RN

Le
�� ��

�X1
�2

+ � ��

�X2
�2

+ � ��

�X3
�2� �15�

he nanofluid is thus characterized by seven parameters:

Ra =
gD3��T0 − T1�

	2 �Rayleigh number�

Pr =
�

	
�Prantdl number�

�16�

Le =
k

�pcpDB��0 − �1�
�Lewis number�, NBT =

DB

	
, R� =

�p

�

NTT =
DT

	
� T0 − T1

�0 − �1
�, and RN =

NTT

NBT

2.1 Primary Flow. Parallel to the Bénard instability for regu-
ar fluids �21�, Eqs. �10�–�15� will be studied for a quiescent nano-
uid between two parallel plates between x3=0 and x3=D, where

emperature and volumetric fraction of nanoparticles are kept con-
tant: T=T0 and �=�0 at x3=0 and T=T1 and �=�1 at x3=D. In
erms of the nondimensional variables defined in Eq. �9�, they are
=1 and 
=1 at X3=0 and �=0 and 
=0 at X3=1.

The primary flow is assumed to be stationary, Ūi=0 for i

1,2 ,3, with both temperature ��̄� and nanoparticle volumetric

raction �
̄� varying in the X3-direction only. From Eqs.
13�–�15�, the equations governing the primary flow are thus

d2
̄

dX3
2 + RN

d2�̄

dX3
2 = 0,

d2�̄

dX3
2 +

1

Le
� d
̄

dX3
�� d�̄

dX3
� +

RN

Le
� d�̄

dX3
�2

= 0

�17�

−
dP̄

dX3
= H	�− 1 + ��T1 − T0����1 − 1� + R��1
 + RaPr��1 − 1��̄

+ H�R� − 1 + ��T1 − T0����0 − �1�
̄ + RaPr��0 − �1��̄
̄

he boundary conditions for �̄�X3� and 
̄�X3� are

�̄�0� = 1, 
̄�0� = 1 and �̄�1� = 0, 
̄�1� = 0 �18�

onstant volume fraction of nanoparticles at the surface is diffi-
ult to achieve in reality, which is introduced here for the purpose
f reducing the analytical results to those for regular fluids in the

implest mathematical context. The equations governing �̄ and 
̄
n Eq. �17� are nonlinearly coupled, with the relation


̄ = − RN�̄ + c1X3 + c2 �19�

esulting from integrating the first expression in Eq. �17�. By sub-
tituting Eq. �19� into the second equation in Eq. �17�, it results in

d2�̄

dX2 +
c1

Le
� d�̄

dX3
� = 0 �20�
3

ournal of Heat Transfer
which can easily be integrated for �̄. Substituting the result of �̄
into Eq. �19� and employing the boundary conditions in Eq. �18�
in the process of integrations, the primary flow is determined:


̄�X3� = �RN exp� �1 + RN�X3

Le
� + exp�1 + RN

Le
��1 − �1 + RN�X3�

+ �1 + RN��X3 − 1����exp�1 + RN

Le
� − 1�

�21�

�̄�X3� =
�1 − exp�−

�1 + RN��1 − X3�
Le

��
�1 − exp�−

1 + RN

Le
��

The pressure distribution in the primary flow P̄ can then be ob-
tained by integrating the third expression in Eq. �17� with respect

to X3, with �̄ and 
̄ given by Eq. �21�. For most nanofluids in-
vestigated so far �10�, RN�100–10, Le�105–106, and conse-

quently = �1+RN� /Le�10−5–10−4. By expanding �̄ and 
̄ into
the power series of  and retaining up to the first-order terms,


̄�X3� = 1 − X3 + �RNX3�X3 − 1�
2

� + ¯

�22�

�̄�X3� = 1 − X3 + �X3�1 − X3�
2

� + ¯

With �10−4, as compared to �1−X3��100, the zeroth-order

terms are dominant in both �̄ and 
̄. Consequently, �̄�X3�
=
̄�X3��1−X3, which display linear distributions in X3. Nonlin-
ear behaviors in Eq. �21� become pronounced for Le�10 and
smaller. For the nanofluids being explored so far, however, the
value of Lewis number �Le� is about three to four orders of mag-

nitude larger. Even though closed-form solutions for �̄ and 
̄

exist, therefore, the linear approximations, i.e., �̄�X3�=
̄�X3��1
−X3, are adequate and will be used in this work.

2.2 Disturbance Flow. Disturbances are now superimposed
onto the primary flow,

Ui = Ui�, P = P̄ + P�, � = �̄ + ��, 
 = 
̄ + 
� �23�

With �̄=
̄�1−X3, and consequently d�̄ /dX3=d
̄ /dX3=−1, sub-
stitution of Eq. �23� into Eqs. �10�–�15� yields

�U1�

�x1
+

�U2�

�x2
+

�U3�

�x3
= 0 �24�

�U1�

��
= −

�P�

�x1
+ Pr�2U1�,

�U2�

��
= −

�P�

�x2
+ Pr�2U2� �25�

�U3�

��
= −

�P�

�x3
+ Pr�2U3� − RaPr��1 − 1���

− ��0 − �1�	H�R� − 1 + ��T1 − T0��
� + RaPr��̄
� + 
̄���

�26�

�
�

��
− U3� = NBT�2
� + NTT�2�� �27�

���

��
− U3� = �2�� −

1

Le
� ���

�x3
+

�
�

�x3
� − �2RN

Le
� ���

�x3
�28�

In the linear theory of instability, all nonlinear terms in Eqs.

�24�–�28�, such as ui���ui� /�xj� or ��
�, are neglected. In the ab-
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ence of nanoparticles, i.e., for regular fluids with �1=�0=0,

B=0, DT=0, d
̄ /dX3=0, and Le�1 /DB→�, NBT=NTT=0 the
erm −U3� on the left hand side of Eq. �27� vanishes due to


̄ /dX3=0. Equation �27� thus becomes a zero identity, and Eqs.
24�–�26� and �28� are reduced to the momentum and energy
quations for free convection in regular fluids.

Equations �24�–�28� provide six equations to be solved for six
nknowns: three velocity disturbances �Ui� for i=1, 2, and 3�,
ressure disturbance �P��, temperature disturbance ����, and
olumetric-fraction disturbance of nanoparticles �
��. To reduce
he order of coupling among the six unknowns, U1� and U2� are
liminated from Eqs. �25� and �26�. This results in the following
quation for U

�
3 that are coupled with 
� �Eq. �27�� and �� �Eq.

28��:

�

��
�2U3� = Pr�4U3� − RaPr��1 − 1��1

2��

− ��0 − �1�	H�R� − 1 + ��T1 − T0���1
2
�

+ RaPr��̄�1
2
� + 
̄�1

2���
 �29�

here �4��4 /�x1
4+�4 /�x2

4+�4 /�x3
4+2�4 /�x1

2�x2
2+2�4 /�x2

2�x3
2

2�4 /�x1
2�x3

2 is the three-dimensional biharmonic operator, �2

�2 /�x1
2+�2 /�x2

2+�2 /�x3
2 is the three-dimensional Laplacian op-

rator, and �1
2��2 /�x1

2+�2 /�x2
2 is the two-dimensional Laplacian

perator on the X1-X2 plane. By seeking for the convective cell
atterns on the X1-X2 plane, with their intensities varying in the
3-direction,

�
��X1,X2,X3�
���X1,X2,X3�
U3��X1,X2,X3�

� = exp����f�X1,X2��F�X3�
��X3�
U�X3�

� �30�

he in-plane cell pattern, f�X1X2�, is governed by

�1
2f + a2f = 0 or

�2f

�X1
2 +

�2f

�X2
2 + a2f = 0 �31�

ith a being the reciprocal of the side length of the convective
ell, which is an unknown to be determined from the onset of
nstability. A closed form solution to Eq. �31� is �21�

f = cos�a��3X1 + X2�
2

� + cos�a��3X1 − X2�
2

� + cos�aX2�

�32�

hich gives the hexagonal pattern in correspondence with the
ènard cells for regular fluids. The amplification rate of distur-
ances, � in Eq. �30�, is complex in nature, i.e., �=�r+ i�i with
= �−1. The onset of instability is dictated by �i=0, which sepa-
ates the unstable regime ��r�0� from the stable regime ��r

0�. The nanofluid remains to be laminar in the case of �r�0,
ince the disturbance will eventually diminish according to Eq.
30�. All disturbances will grow with time in the case of �r�0, on
he other hand, and the nanofluid would transit into turbulence.
he possibilities for overstability and oscillatory convection near

he onset of instability require nonlinear analysis on bifurcation,
hich will not be covered in the present framework of linear

nstability. We are not interested in the stable response represented
y �i, under which the disturbances are sinusoidal and always
table. The onset of instability is thus represented by �=0, which
s the same conditions used in studying the Bénard instability for
egular fluids. By setting �=0 and substituting Eq. �30� into Eqs.
27�–�29�, the equations governing the onset of instability are

F� − a2F + RN��� − a2�� +
U

= 0 �33�

NBT
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�� − �1 + 2RN

Le
��� − a2� −

F�

Le
= − U �34�

and

U� − 2a2U� + a4U + a2Ra���1 − 1� + ��0 − �1�
̄�� + a2��0 − �1�

�� Ra

��T1 − T0�
�R� − 1 + ��T1 − T0�� + Ra�̄�F = 0 �35�

with prime denoting differentiation with respect to X3. The func-
tion U can be first eliminated from Eqs. �33� and �34�:

F� − a2F + RN��� − a2��

=
1

NBT
��� − �1 + 2RN

Le
��� − a2� −

F�

Le
� �36�

Equation �35� requires four boundary conditions for U, two at
X3=0 and two at X3=1. For a rigid surface thereby �22�, the
nonslip condition and the continuity equation result in U3�=0 and
�U3� /�X3=0, or U=0 and dU /dX3=0 according to Eq. �30�. For a
free surface where stress-free conditions apply, vanishing of the
shear stresses tangent to the surface and continuity equation gives
U3�=0 and �2U3� /�X3

2=0, or U=0 and d2U /dX3
2=0. Free surfaces

at both X3=0 and 1 will be assumed to examine the effect of
nanoparticle drifting in the simplest possible mathematical con-

tent. With the boundary values of �̄ and 
̄ absorbed in the primary
flow, Eq. �18�, the boundary conditions for ����� and 
��F�, and
U3��U� in Eqs. �33�–�36� are thus

F = 0, � = 0, U = 0, U� = 0 at X3 = 0 and 1 �37�

Equations �35�–�37� display an eigenvalue problem for Ra, which
is a function of a in correspondence with a specific size of the
convection cells. To characterize the onset of instability, however,
the smallest value of Ra, denoted by Rac and termed critical Ray-
leigh number, is targeted among all the possible values of a.
Mathematically, this condition is represented by d�Ra� /d�a�=0
for Rac to exist at ac.

3 Eigenfunction Expansions
A closed-form solution for the critical Rayleigh number will be

attempted by the method of eigenfunction expansions in conjunc-
tion with the method of weighted residuals. The method has been
shown highly accurate, within 0.4% as compared to the numerical
solution by the use of only the first fundamental mode in the
eigenfunction expansions for temperature.

3.1 Regular Fluids. In the absence of nanoparticles, i.e., Le
→� and �0=�1=0, Eqs. �34� and �35� reduce to the governing
equations for regular fluids �21,22�:

�� − a2� = − U, � = 0 at X3 = 0 and 1 �38�

U� − 2a2U� + a4U − a2Ra� = 0, U = 0, U� = 0

at X3 = 0 and 1 �39�

Reciprocal of the cell size �a� and Rayleigh number �Ra� are the
only parameters remained. By expanding � in terms of
sin�m�X3�, which satisfy the boundary conditions in Eq. �38� and
are orthogonal in the physical domain of X3� �0,1�,

��X3� = �
m=1

�

Am sin�m�X3� �40�
Eq. �39� can be solved for U�X3�:
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U�X3� = �
m=1

�
ae−aX3RaAm

2�e2a − 1�2�a2 + �m��2�2 	
①

ea �
②

− 2a�e2a − 1��e2aX3 − 1�

+ �a2 + �m��2��1 + e2a�1+X3��X3 − 1� − X3

+ �X3 + 1��e2a − e2aX3�� �
②

sin�m��

+ 2ae2a�e2a − 1�2 sin�m�X3� 
 �41�

①

itions in Eq. �37�. The result is

ournal of Heat Transfer
Substituting Eq. �40� �for �� and Eq. �41� �for U� into Eq. �38� to
form the residual, weighing the residual to zero by multiplying
sin�n�X3� on the residual, in turn, with n=1,2 , . . . ,m, and inte-
grating the results with respect to X3 from 0 to 1, the results can
be expressed in the following form:
�
m=1

�

Ambmn�Ra,a� = 0, n = 1,2, . . . ,m ,

�42�
bmn�Ra,a� = 	

①
− 2n�e2a − 1�2�a2 + �m��2�2 �

②
a6 + a4�m2 + 2n2��2 + �mn2�3�2 + a2�2�mn�2�2 + �n��4 − Ra� �

②
cos�n��sin�m��

+ 	
③

2m�e2a − 1�2�a2 + �n��2�2 �
④

a6 + 3�m�a2�2 + �m��6 + a2�3�m��4 − Ra� �
④

cos�m�� − a�m2 − n2��Ra �
⑤

4a5e2a + 3a4�e4a − 1�

+ �4a3e2a + a2�e4a − 1���m2 + n2��2 + �4ae2a − �e4a − 1���mn�2�2 �
⑤

sin�m�� 

③

sin�n�� 

①

/	2��e2a − 1�2�n2 − m2��a2 + �m��2�2�a2 + �n��2�2

here the paired brackets and braces are labeled for easier iden-
ifications. For nontrivial solutions of Am at a prescribed value of

approximating � according to Eq. �40�, the determinant of the
oefficients must vanish, i.e., �bmn�=0, which gives the relation
etween Ra �Rayleigh number� and a �cell size� as the mth order
olution. With m=1 and n=1 in Eq. �42�, the first-order solution
an be obtained,

b11 = −
a6 + 3a4�2 + �6 + a2�3�4 − Ra�

2�a2 + �2�2 = 0 or Ra =
�a2 + �2�3

a2

�43�

he critical cell size at the onset of instability is then determined
rom the condition

�dRa

da
�

a=ac

= 0 which gives 2ac
6 + 3�2ac

4 − �6 = 0 or ac =
�

�2

�44�

umerically, ac�2.22144. By substituting the value of ac into Eq.
43�, Rac=27�4 /4�657.511, which is exactly identical to the
ell-known result for Bénard instability �22�. The closed-form

olutions developed here, most desirably, facilitate the general re-
ult for the mth mode, ac=m� / �2 and Rac=27�m��4 /4, which
ay not have been reported before. From this general result, the

econd mode �m=2� occurs at ac= �2��4.44288 with Rac

108�4�10,520.2 and the third mode �m=3� occurs at ac

3� / �2�6.66432 with Rac=2187�4 /4�53,258.4. The method
f eigenfunction expansions employed in Eqs. �40�–�42� lies
ithin the general framework of Trefftz’s variational boundary
ethod �23�. With all the boundary conditions satisfied in the

igenfunction expansions for the unknowns, the method is capable
f capturing the fundamental mode, particularly the eigenvalue,
overning the onset of linear instability.

3.2 Nanofluids. In the presence of Brownian motion and ther-
ophoretic diffusion of nanoparticles in the fluid, the eigenfunc-

ion expansion for temperature, Eq. �40�, remains the same. The
odal response for the volume fraction of the nanoparticles,
�X3�, results from solving Eq. �36� subject to the boundary con-
F�X3� = �
m=1

�

�f1m cos�m�� + f2m sin�m�� + f3m sin�m�X3�

+ f4m cos�m�X3� + f5m�

where

f1m = − 4�g1
X3 − 1�exp��1 − X3�� 1

2LeNBT
+ �g1��

�Le3NBT
2 m��a2 + m2�2��1 + NBT�1 + RN��/�g2�g1 − 1��

f2m = − 4�g1
X3 − 1�exp��1 − X3�� 1

2LeNBT
+ �g1��

��LeNBT�2�Le2NBT�a2 + m2�2�2 − �LeNBT�a2 + m2�2��2RN

− m2�2�1 + 2RN��/�g2�g1 − 1��

f3m = 	�Le�a2 + m2�2��2NBT − �LeNBT�a2 + m2�2��2RN

− �m��2�1 + 2RN�
 � 	�m��2 + �LeNBT�a2 + m2�2��2


f4m =
Le�a2 + m2�2�m� − �1 + NBT�1 + RN��

�m��2 + �LeNBT�a2 + m2�2��2

f5m = 4�g1
X3 − g1�exp�− X3� 1

2LeNBT
+ �g1��

�Le3NBT
2 m��a2 + m2�2��1 + NBT�1 + RN��/�g2�g1 − 1��

with

g1 = exp��1 + �2aLeNBT�2

LeNBT
�

�45�
g2 = �1 + 2Le2�a2 + m2�2�NBT

2 �2 − �2aLeNBT�2 − 1

Equation �45� needs to be simplified to obtain a closed-form so-
lution for the critical Rayleigh number. Noting that Le is of the
order of 105 and �Le NBT� is of the order of 105–106 �10�, the long
expression in Eq. �45� can be first expanded in terms of 1/Le and

then the result in terms of 1 / �Le NBT� to yield
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F�X3� = �RN −
1

NBT
�� e−aX3

e2a − 1
��

m=1

�

Am�ea�e2aX3 − 1�sin�m��

− eaX3�e2a − 1�sin�m�X3�� + O� 1

LeNBT
� �46�

quation �40� �for ��X3�� and Eq. �46� �for F�X3�� can now be
ubstituted into Eqs. �35� and �37� to solve for U�X3�. With ��X3�,
�X3�, and U�X3� thus obtained, Eq. �34� is used to derive the

esidual. Following the same procedure for the case of regular
uids, multiplying the residual, in turn, by sin�n�X3� with n
1,2 , . . . ,m, and integrating the result with respect to X3 from 0

o 1, a similar expression to Eq. �42� can be obtained. The general
xpressions in this case, even with a greatly simplified expression
or F�X3�, become much more involved due to the tangling be-
aviors of Brownian motion and thermophoresis of nanoparticles.

First-Order Approximation
The first-order approximation with m=1 in Eq. �40�, evidenced

y the case of regular fluids in Eq. �43�, is expected to yield a
lose approximation to the critical Rayleigh number for the case
f nanofluids. With �=A1 sin��X3�, F�X3� in Eq. �46� becomes

F�X3� = A1� 1

NBT
− RN�sin��X3�

nd consequently,

F��X3� � A1� 1

NBT
− RN�� cos��X3� �47�

ith �Le NBT��105 accuracy of Eq. �47� is on the order of 10−5

s compared to the full expression shown in Eq. �45�. With prac-
ical properties of nanofluids, Eq. �47� will be shown indistin-
uishable from the general solution in the numerical examples, as
resented later in Fig. 2. The residual of Eq. �34� can now be
alculated by integrating Eq. �35� for U�X3�, with the boundary
onditions in Eq. �37�. By weighing the residual by sin��X3� in
ntegrating the result from 0 to 1, diminution of the coefficient of
1 , ,b11=0 in correspondence with Eq. �43� results in

Ra = − 2�a2 + �2�3NBT��T0 − T1�/ 	
①

a2 �
②

�2�R� − 1� − ��T0 − T1��

���0 − �1� + NBT	− 2RN�R� − 1���0 − �1�

+ ��T0 − T1���1 + RN���0 − �1� + 2��1 − 1��
 �
②



①

�48�

o preserve the novelty observed in nanofluids, the value of �1
eeds to be less than a few percent �1�. With �1 on the order of
0−2, the factor �2��1−1�� in the denominator of Eq. �48� can be
eplaced by −2 without causing too much error. The Rayleigh
umber, therefore, is a function of the cell-size parameter �a�, the
emperature difference �T1−T0�, the volume-fraction difference
anoparticles ��0−�1�, the thermal expansion coefficient ��� of
he nanofluids, the density ratio �R��, and the two nondimensional
arameters NBT and RN. Note that the Rayleigh number is no
onger a function of Lewis number �Le�, which was dropped in the
rst-order approximation for F�X3�, Eq. �47�.
The critical Rayleigh number is the minimum value of Ra that

ccurs at a particular value of a=ac, resulting from the condition
�Ra� /d�a�=0. Note that Eq. �48� possesses the same functional
tructure in a, �a2+�2�3 /a2, as that in Eq. �43� for the regular
uid. Consequently, the critical value for ac will be the same as

hat shown in Eq. �44� for the regular fluid, ac=� / �2�2.22144.
he interweaving behaviors of Brownian motion and thermo-
horesis of nanoparticles, evidently, does not change the critical

ize of the Bénard cell at the onset of instability. As such, the
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critical size is not a function of any thermophysical property of
the nanofluid. The critical Rayleigh number �Rac� can now be
calculated from Eq. �48�. With a replaced by ac,

Rac = − 27�4NBT��T0 − T1�/ 	
①

2 �
②

�2�R� − 1� − ��T0 − T1����0 − �1�

+ NBT	− 2RN�R� − 1���0 − �1�

+ ��T0 − T1���1 + RN���0 − �1� − 2�
 �
②



①

�49�

Whereas ac is independent of the properties of nanofluids, the
value of Rac depends on �T1−T0�, ��0−�1�, �, R�, NBT, and RN.

4.1 Other Boundary Conditions. Equations �48� and �49�
were derived based on free surfaces bounding the nanofluid, U
=0 and U�=0 at X3=0 and 1 shown in Eq. �37�. This condition
simulates the nanofluid segment between adjacent bubbles in a
heat pipe, as illustrated in the upper right in Fig. 1. Possible com-
binations are rigid surfaces, upper left in Fig. 1, where the nonslip
conditions apply, U=0 and U�=0 at X3=0 and 1 in place of the
correspondence in Eq. �37�, and rigid-free surfaces, bottom in Fig.
1, where the nonslip condition �U=0 and U�=0� applies at X3
=0 and the stress-free condition �U=0 and U�=0� applies at X3
=1.

The critical Rayleigh number under the various surface condi-
tions can be determined in exactly the same way. The first-order
�m=1� solutions are as follow.

Rigid-rigid surfaces: ac�3.11421 and

Rac = − 3430.16NBT��T0 − T1�/ 	
①

�2�R� − 1� − ��T0 − T1����0 − �1�

+ NBT	− 2RN�R� − 1���0 − �1�

+ ��T0 − T1��RN��0 − �1� − 2�
 

①

�50�

Rigid-free surfaces: ac�2.6824 and

Rac = − 2100.05NBT��T0 − T1�/ 	
①

�1.887�R� − 1� − ��T0 − T1����0

− �1� + NBT	− 1.887RN�R� − 1���0 − �1�

+ ��T0 − T1���0.887 + RN���0 − �1� − 1.887�
 

①

�51�

More complicated coefficients, particularly for the case with rigid-
free surfaces �Eq. �51�� where even and odd boundary conditions
are mixed, result from the substitutions of numerical values of ac
into the analytical expression of Ra.

5 Results and Discussion
Validity of Eq. �47� is a key to obtain the closed-form solution

of the Rayleigh number. For the fundamental mode with m=1,
based on which the closed-form solutions are derived in Eqs. �48�

Fig. 1 The various surfaces bounding the nanofluids
and �49�, Fig. 2 compares the full expression of F�z� shown by
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q. �45� and the approximate solution shown by Eq. �47�. For
BT=0.2, a typical value for alumina/water nanofluids as shown

n Fig. 2�a�, the full expression becomes indistinguishable from
he approximate solution as the value of Le increases beyond 8

101. For Le�8�105 in alumina/water nanofluids, which is four
rders of magnitude greater, the approximate expression becomes
xact. The same behavior is observed for copper/water nanofluids
ith NBT=2, Fig. 2�b�. No sensible difference between the full

nd approximate expressions can be observed beyond Le�8
100, as compared to Le�7�105 for copper/water nanofluids.

quation �47�, therefore, is indeed a very close approximation to
he full solution shown by Eq. �45�.

Figure 3 compares the stability curves for water-based nano-
uids with alumina and copper nanoparticles. Thermofluid prop-
rties are calculated based on 10 nm nanoparticles, which are
ummarized in the figure caption. The numerical results are pre-
ared for nanofluids bounded between two surfaces, Eqs. �48� and
49�. The critical value of Rayleigh number �Rac� occurs at ac

� / �2�2.22144, as analytically proven above. The value of Rac
s lowered by one order of magnitude, 48.8526 for the alumina/
ater nanofluid and 19.0276 for the copper/water fluid, as com-
ared to Rac�657.5 for the regular fluid without nanoparticle. In
erms of the higher value of Rac at the onset of instability,
lumina/water nanofluid is more stable than the copper/water
anofluid.

The closed-form solution of the Rayleigh number obtained in
q. �48� makes it convenient to illustrate the various effects in-
olved. Threshold values for water nanofluids with metallic/
etallic oxide nanoparticles of 1–100 nm are used in the numeri-

al examples: RN=30.18, NBT=0.2, Le=8�105, and �=5.32
10−4 1 /K. The value of R�=6 is taken from the mean between
�aluminum nanoparticles� and 9 �copper nanoparticles�. The val-

ig. 2 Comparisons of the fundamental mode „m=1… for F„z…:
ull expression shown by Eq. „45… and approximate expression
hown by Eq. „47…
es of �T and �� are taken as 80 K and 1 vol %, respectively,

ournal of Heat Transfer
unless otherwise stated. A stabilizing/destabilizing effect is re-
flected by a larger/smaller critical Rayleigh number as certain pa-
rameters vary. Figure 4 shows the stabilizing �destabilizing� effect
as �a� the temperature difference �T=T0−T1 increases �de-
creases�, �b� the volume-fraction difference of nanoparticles, ��
=�0−�1, decreases �increases�, �c� the density ratio R� ��p /��
decreases �increases�, �d� the ratio RN �NTT /NBT� decreases �in-
creases�, and �e� the value of NBT �DB /	� decreases �increases�.
The critical value of Rayleigh number �Rac� remains to occur at
ac=2.22144 in all cases and, depending on the thermophysical
properties of the nanofluids, the critical Rayleigh number can be
lowered than that of the regular fluid by two orders of magnitude.
A larger temperature difference ��T� produces a larger buoyancy
force, which effectively suppresses the temporal growth of the
disturbances and consequently results in a more stable behavior,
as shown in Fig. 4�a�. Brownian motion of the nanoparticles is
promoted as the difference of the volume fraction of nanoparticles
���� increases. This is a destabilizing effect, as shown by Fig.
4�b�, in terms of a much lower value of Rac now only of the order
of 100–101. With other conditions remained the same, effect of R�
shown by Fig. 4�c�, heavier nanoparticles moving through the
base fluid produce stronger disturbances. It thus facilitates devel-
opment of turbulence, resulting in a lower critical Rayleigh num-
ber at a larger value of R�. Figure 4�d� shows that the critical
value of Rac decreases as the ratio of RN increases. While both
thermophoresis and Brownian motion are driving forces in sup-
port of the motion of nanoparticles, thermophoresis at a higher
value of thermophoretic diffusivity is more favorable to the initia-
tion of turbulence in nanofluids. Although not as strong as ther-
mophoresis, Brownian motion also promotes turbulence in nano-
fluids, as shown in Fig. 4�e�. The critical Rayleigh number is
lower for nanofluids with a larger value of the Brownian diffusion
coefficient. Note that the case of NBT=2 �the case of copper/water
nanofluids� shown in Fig. 4�e� has already approached the lower
bound of NBT→�. From Eq. �48�,

lim
NBT→�

Ra = − �2�a2 + �2�3��T0 − T1�� � 	a2�− 2RN�R� − 1���0

− �1� + ��T0 − T1����1 + RN���0 − �1� − 2�
 �52�

With the same parameters used in Fig. 4, Rac�18.1133 as NBT

Fig. 3 Water-based nanofluids with alumina and copper nano-
particles with �T=10 K and ��=1 vol %. Al2O3: �=6
Ã10−3 1/K, Le=8Ã105, NBT=0.2, R�=4, RN=30.18; Cu: �=6
Ã10−4 1/K, Le=7Ã105, NBT=2, R�=9, RN=3.018. Critical Ray-
leigh number occurs at ac=� / �2·2.22144.
→�, which is the value of Rac at ac=� / �2 shown in Fig. 4�e�.

JULY 2008, Vol. 130 / 072401-7
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The critical Rayleigh number for the case of �T=80 K in Fig.
�a� is 21.5925, which is the base for comparison as other param-
ters are varied in Fig. 4. The second and third harmonics in
orrespondence are Rac�583 for m=2 in Eqs. �40� and �46� and
ac�5485.32 for m=3. In the present case with even boundary
onditions in U, Eq. �37�, the critical Rayleigh number resulting
rom the first-order solution �m=1� is not at all affected by the
igher modes. The first-order solution for Rac would be affected
y as little as 0.4% by the higher modes for problems involving
dd/nonsymmetrical boundary conditions in U, showing that the
ombined use of the eigenfunction expansion method and the
eighted residual method in this work does provide a highly ac-

urate approach as far as the critical Rayleigh number �eigenval-
es� is concerned.

In correspondence with ac=� / �2�2.22144 and Rac
21.5925, under the same conditions, the critical conditions for

he case of rigid-rigid surfaces are ac�3.11421 and Rac
56.3136 �Eq. �50�� and those for the case of rigid-free surfaces

re ac�2.6824 and Rac�36.5496 �Eq. �51��. Compared to the
orresponding cases for regular fluids �22�, ac�3.117 and Rac
1707.762 �rigid-rigid� and ac�2.682 and Rac�1100.65 �rigid-

ree�, the length parameter at the onset of instability �ac� stays the
ame while the critical Rayleigh number is again lowered by one
rder of magnitude due to the combined behavior of Brownian
otion and thermophoresis of nanoparticles.

Conclusion
Natural convection for nanofluids between two plates, heated

rom below, is studied in this work. The combined behavior of
rownian motion and thermophoresis of nanoparticles is shown to
rovide destabilizing effects, which can reduce the critical Ray-
eigh number by as much as two orders of magnitude as compared

Fig. 4 Effects of „a… �T=T0−T1, „b… ��=�0−�1, „c… R�, and
cases; „e… effects of NBT on the Rayleigh number „Ra…: a=�
o that of the regular fluids without nanoparticles. The much lower

72401-8 / Vol. 130, JULY 2008
critical Rayleigh number suggests that turbulence may be the
dominating mode for natural convection in most nanofluids. The
critical Rayleigh number depends on the differences of tempera-
ture �T0−T1� and volume concentration ��0−�1� between the two
plates, as well as the thermal expansion coefficient of the nano-
fluids ���, the density ratio of the nanoparticle to the base fluid
�R��, the Brownian-to-thermal-diffusivity ratio �NBT�, and the
Brownian-motion-to-thermophoretic diffusivity ratio �RN�. Lewis
number �Le� has been confirmed to be a high-order effect, which
does not enter the critical Rayleigh number. Closed-form solutions
for the Rayleigh number have been established to resolve the
nanoparticle effect. For nanofluids between two free surfaces,
Brownian motion and thermophoresis of nanoparticles do not
change the geometrical configuration of the convective cell. At the
onset of instability, the critical value of ac, which is inversely
proportional to the length of the side of the hexagon, stays at
� / �2�2.22144. Such a critical value for ac is independent of the
nanofluid properties. The presence of nanoparticles does not affect
the critical cell size at the onset of instability, regardless of the
surface conditions involved. The case of free-free surfaces results
in the lowest value of Rac, as compared to the cases of rigid-free
and rigid-rigid surfaces, and hence displays the most unstable pat-
tern. Due to less constraints imposed on the disturbances in nano-
fluids bounded by two free surfaces, turbulence may be the easiest
to produce among the three cases examined. Constant volume
fractions of nanoparticles assumed at the plates are idealized and
highly mathematical, for the sake of illustrating the tangling ef-
fects of Brownian and thermophoretic diffusion of nanoparticles
in the simplest manner. More realistic conditions in terms of
specified fluxes of nanoparticles are favorable, which will change
the boundary conditions from the Dirichlet to the Neumann type.
Reduction in the critical Rayleigh number, however, should stay

… RN on the Rayleigh number „Ra…: a=� / �2·2.22144 in all
·2.22144.
„d
on the same order of magnitude as that reported in this work since
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he mathematical structure is well posed in the linear theory of
nstability and the change of the type of boundary conditions will
ot expect to result in a drastic change in the solutions.

Heat transfer enhancement by nanoparticles involves more than
sole increase in the effective thermal conductivity. Dominance

f turbulence shown by this work, in terms of the much lower
ritical Rayleigh number by one to two orders of magnitude, may
e a key to explain the recent experimental finding on the tem-
erature uniformity across the nanofluid heat pipes in the presence
f an uprising heat input. Reduction in the critical Rayleigh num-
er by one to two orders of magnitude, however, does warrant a
irect experimental verification for natural convection in nano-
uids. This work is in progress.

omenclature
A � size parameter of Bénard cell

A, B � coefficient
B � determinant
c � specific heat �J/kg K�

c1,2 � coefficient
d � diameter of nanoparticles
D � distance �m�

DB,T � diffusion coefficient �m2 /s�
f � in-plane distribution of Bènard cell

F � amplitude of volume fraction
g � gravitation �m /s2�
h � enthalpy �J/kg�
H � parameter
j � mass flux �kg /m2 s�
k � thermal conductivity �W/m K�

kB � Boltzmann constant �J/K�
Le � Lewis number
N � ratio
p � pressure �Pa�
P � pressure

Pr � Prandtl number
RN � NTT /NBT
Ra � Rayleigh number

t � time �s�
T � temperature �K�
ui � velocity �m/s�, i=1,2 ,3
Ui � velocity, i=1,2 ,3
xi � space �m�, i=1,2 ,3
Xi � coordinate, i=1,2 ,3

reek
	 � thermal diffusivity �m2 /s�
� � thermal expansion coefficient �1/K�
� � Kronecker delta
� � changes
� � volume fraction of nanoparticles

 � volume fraction
� � temperature

� � temperature amplitude
� � viscosity �N s /m2�
� � mass density �kg /m3�
� � amplification rate of disturbance
� � time

ubscripts and Superscripts
0 � reference state, bottom plate
ournal of Heat Transfer
1 � top plate
b � bulk
c � critical value
B � Brownian motion

BT � Brownian-to-thermal-diffusivity ratio
f � base fluid
i � imaginary
p � nanoparticle
r � real
T � thermophoresis

TT � thermophoresis-to-thermal-diffusivity ratio
z̄ � primary flow of z

z� � disturbance of z or dz /dX3
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Flow Boiling Instabilities in
Microchannels and Means for
Mitigation by Reentrant Cavities
The ability of reentrant cavities to suppress flow boiling oscillations and instabilities in
microchannels was experimentally studied. Suppression mechanisms were proposed and
discussed with respect to various instability modes previously identified in microchannels.
It was found that structured surfaces formed inside channel walls can assist mitigating
the rapid bubble growth instability, which dominates many systems utilizing flow boiling
in microchannels. This, in turn, delayed the parallel channel instability and the critical
heat flux (CHF) condition. Experiments were conducted using three types of 200
�253 �m2 parallel microchannel devices: with reentrant cavity surface, with intercon-
nected reentrant cavity surface, and with plain surface. The onset of nucleate boiling,
CHF condition, and local temperature measurements were obtained and compared in
order to study and identify flow boiling instability. �DOI: 10.1115/1.2908431�

Keywords: flow instability, boiling, microchannel, CHF
Introduction

Flow boiling instabilities can seriously hinder the thermal per-
ormance of many cooling systems utilizing liquid-vapor phase
hange in channels. As a result, numerous studies have been dedi-
ated to obtain fundamental knowledge and engineering data of
arious instability modes �1–8� in an attempt to eliminate their
ccurrences or at least better predict them.

Driven by the rapid advancement in microelectromechanical
ystems �MEMS� and the need for new cooling systems to dissi-
ate the ever increasing demand for power density/heat generation
n electronic systems, two-phase flow in microchannels has re-
eived increasing interest since it is perceived as an enabling cool-
ng method as well as a rich field of scientific inquisitiveness. It
ppears that flow boiling instability in microchannels is a very
otable problem if improperly addressed �8–22�. In fact, many
tudies on microchannel flow boiling report results for relatively
ow mass quality, in which, perhaps, some sort of flow instability
an be contained; at higher qualities, flow instabilities �especially
t low and moderate mass fluxes� can bring into question the
hysical meaning and relevance of the results. Bergles and Kand-
ikar �8� argued that all of the critical heat flux �CHF� studies in

icrochannels discussed in their paper �9–12� were affected by
ow oscillation. Furthermore, the large discrepancies between
arious heat transfer coefficient data at the microscale might be
ttributed to flow oscillations. Thus, properly considering flow
nstabilities and developing means to suppress them are key is-
ues, which hinder advancement of knowledge about flow boiling
n microchannels.

Several endeavors aimed at unraveling key processes control-
ing flow instabilities in microchannels and means to suppress
heir occurrence have been recently reported �17,18�. With the

aturity of the field, new concepts and methods to enhance the
erformance of flow boiling in microchannels are being developed
18–21�. As a part of this effort, Kuo et al. �20� and Pate et al. �21�
roposed to form reentrant cavities on microchannel walls to pro-
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Contributed by the Heat Transfer Division of ASME for publication in the JOUR-

AL OF HEAT TRANSFER. Manuscript received March 8, 2007; final manuscript re-
eived July 6, 2007; published online May 16, 2008. Review conducted by Satish G.

andlikar.

ournal of Heat Transfer Copyright © 20
mote bubble nucleation. As will be discussed in Sec. 2, there are
reasons to believe that the enhancement of bubble ebullition can
be exploited to mitigate flow oscillations.

In this study, the use of structured reentrant cavity surfaces is
explored as a mean to suppress �or at least delay� flow oscilla-
tions. Various instabilities modes detailed in previous microchan-
nel studies are discussed in Sec. 2. Also, possible means to contain
their occurrence are presented. Following, new experimental re-
sults on flow boiling in microchannels with reentrant cavity sur-
faces are presented and possible mechanisms controlling the phe-
nomena are discussed �Sec. 5�.

2 Background and Hypothesis
Bergles and Kandlikar in their insightful article on the nature of

CHF in microchannels �8� stated that the two major instabilities
that affect microchannel heat exchangers are upstream compress-
ible volume/pressure drop and excursive instabilities. For the pur-
pose of the discussion presented in this paper, two additional
modes are included: rapid bubble growth and the CHF. While any
flow boiling system is susceptible to the CHF instability, when
apposite thermal and/or hydrodynamic conditions develop, be it
through conventional dryout or departure from nucleate boiling
�DNB� mechanisms, the rapid bubble growth instability is distinct
to the microscale. These four instabilities are extensively dis-
cussed in numerous papers and here they are briefly outlined in
relation to a structured surface.

2.1 Rapid Bubble Growth. This instability refers to the often
reported rapid growth of bubbles in microchannel systems �20�
and is characterized by high frequencies �f �100 Hz�. In the ini-
tial stage of the nucleation cycle, i.e., during the rapid bubble
growth, a spherical bubble grows until it attains a size comparable
to the channel hydraulic diameter. The bubble then grows rapidly
in the longitudinal direction �downstream as well as upstream�,
which causes flow reversal. The oscillations caused by this rapid
bubble growth can be linked to two distinct mechanisms: the high
liquid superheated temperature required to initiate bubble growth
in MEMS-based microchannel systems �Mechanism A�, and the
elevated pressures generated during bubble growth �Mechanism
B�.

2.1.1 Mechanism A: Liquid Superheat. MEMS-based micro-

channels are typically microfabricated by the use of deep reactive

JULY 2008, Vol. 130 / 072402-108 by ASME
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on etching �DRIE� process, which form deep trenches with a
haracteristic sidewall peak-to-peak roughness of �0.3 �m. Us-
ng Hsu’s �23� well known model, it can be shown �Fig. 1� that
00 nm nucleus triggers phase change at relatively high surface
emperatures for water, and, as a result, the liquid adjacent to the
all, as well as the bulk liquid, will attain high superheated tem-
eratures before nucleation occurs. Once boiling is triggered, the
uperheated liquid will readily �and rapidly� change phase causing
n explosivelike vapor growth.

2.1.2 Mechanism B: Bubble Dynamics and Elevated
ressures. The Rayleigh–Plesset equation �24,25� predicts a large

emporary pressure increase in a liquid field, which surrounds a
apidly growing bubble. In large scale boiling systems, the local
igh pressure generated by a single bubble is confined to a very
mall region of the channel and can hardly affect the global pres-
ure distribution and the bulk flow dynamics. As the paradigm
ize diminishes, the bubble-to-channel diameter ratio increases.

oreover, when the bubble departure diameter is comparable to
he channel hydraulic diameter, any change to the pressure in the
icinity of the bubble will be felt throughout the channel. Thus,
he high pressures associated with the growth of a bubble can
ause transient flow reversal upstream the growing bubble.

2.1.3 Means to Suppress Rapid Bubble Growth Instability.
ifferent means to suppress the above two distinct mechanisms

re required. The prime prerequisite to suppress Mechanism A is
o reduce the liquid superheated temperature. This can be
chieved by providing effective surface nuclei in the form of re-
ntrant cavities on the channel wall. On the other hand, to sup-
ress Mechanism B, the inlet pressure must be abruptly increased
n response to the rapid pressure rise as the bubble nucleation
egins. This can be done, for instance, by placing a one-way valve
n the channel inlet. It should be noted that such solution can
onsiderably complicate the microfabrication process. A simpler
olution is to place an orifice in the channel inlet �17,18�, which,
ndesirably, comes with the penalty of higher pressure drops. The
ow oscillations instigated by Mechanism B can also be abated by
ecelerating the bubble growth rate through reducing the liquid
endency to rapidly change phase, i.e., reducing the liquid super-
eat. As discussed earlier, this can be achieved by forming reen-
rant cavities on the channel walls.

2.2 Parallel Channel Instability. Parallel channel instability
s closely related to the excursive instability—both are well docu-

ented in numerous reports �e.g., Ref. �1��. The excursive insta-

ig. 1 Range of active cavity size as a function of wall super-
eat for flow boiling of water for the current microchannels
ased on Hsu’s criteria †23‡
ility can only occur at the negative slope portion of pressure

72402-2 / Vol. 130, JULY 2008
drop–mass flow rate curve—Segment d-f in Fig. 2. As discussed
by Bergles and Kandlikar �8� and experimentally shown by Koşar
et al. �18�, inlet orifices in each channel can completely eradicate
these two instabilities. However, reentrant cavities can provide
some means �although limited� to delay or moderate excursive
instability. This can be better understood by considering Fig. 2,
which is adopted from Stoddard et al. �7�. As the mass flux de-
creases, for a fixed heat flux at the single-phase liquid branch of
the curve �from Points a to b�, the flow is stable. However, with
the inception of boiling, the system gradually losses its stability
and Segment b-d is in a metastable state. In large systems, the
perturbation generated by the ebullition of a single bubble is rela-
tively small, and a transition from the metastable branch to the
unstable branch �Segment d-f� is unlikely to occur. In microchan-
nels, the perturbation generated by a single bubble can be rela-
tively large and an abrupt transition from Point c to Point c� is
more probable. Thus, by reducing the explosivelike characteristic
of the bubble nucleation through the use of structured reentrant
cavity surface, the system can gradually approach the local
minima of the curve �also defined as the onset of flow instability
�OFI� in some reports �7��.

2.3 Compressible Volume Instability. Compressible
volume/pressure drop instability is a density wave oscillation that
can be triggered by excursive instability �1,6�. It is often associ-
ated with pressure drop oscillations, having a characteristic fre-
quency of �0.1 Hz, combined with density wave oscillations,
having a characteristic frequency of �1 Hz. Compressible vol-
ume instability occurs in systems that have a significant compress-
ible volume upstream, or within, the heated section. In microchan-
nel, a small volume of subcooled liquid is sufficient to cause the
compressible volume instability and lead to premature CHF �8�.

2.4 Critical Heat Flux Instability. It has been suggested by
various researchers �5–8� that flow oscillations, such as compress-
ible volume instability or parallel channel instabilities, are closely
connected with premature CHF conditions. A more uniform and
gradual bubble formation process in boiling system can moderate
the local void fraction/density change, mitigate the compressible
volume instability, and delay the parallel channel instability. The
reduction in flow oscillation, in turn, can suppress early onset of

Fig. 2 Pressure drop–mass flux curve for a uniformly heated
channel †7‡
the CHF conditions.
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Device Overview
The MEMS devices consist of five parallel, 10,000 �m long,

00 �m wide, and 253 �m deep microchannels, each spaced
00 �m apart. Table 1 outlines the three types of devices used in

Table 1 Microchannels with different wall configurations

evice Description SEM images

NR Nonconnected reentrant
cavity microchannel

IR Interconnected reentrant
cavity microchannel

PW Plain wall microchannel

Fig. 3 CAD models of „a… the heater and the

and „b… a single thermistor

ournal of Heat Transfer
the current investigation along with scanning electron microscope
�SEM� images of the channel sidewall. In Device 1NR, the mi-
crochannel sidewall encompasses an array of 100 reentrant cavi-
ties spaced 100 �m apart. An acute angle connects the 7.5 �m
mouth to the 25 �m inside diameter reentrant body. Device 2IR is
similar to Device 1NR, except a 20 �m wide interconnection is
formed on each sidewall to connect the reentrant cavities. A plain
wall microchannel device �Device 3PW� is also fabricated. For all
microdevices, an air gap is formed on the two ends of the side-
walls in order to minimize ambient heat losses, and inlet and exit
plenums are etched on the thin silicon substrate ��150 �m�. On
the top of the device, a Pyrex cover seals the device and allows
flow visualization. Figure 3�a� depicts a computer aided design
�CAD� model of the back side of the device. Three thermistors,
10 �m wide and 300 �m long, are located 3400 �m, 6700 �m,
and 10,000 �m downstream the channel inlet together with elec-
trical connecting vias, as shown in Fig. 3�b�. On top of the ther-
mistors, a 1 �m silicon oxide layer is deposited for electrical in-
sulation. A heater is then formed on top of the oxide layer to
deliver the heating power, and it also serves as an additional ther-
mistor to measure the average temperature of the entire heated
area.

4 Device Fabrication, Experimental Apparatus, and
Procedures

4.1 Microchannel Fabrication Method. The MEMS device
was micromachined on a polished double-sided n-type �100�
single crystal silicon wafer, which employs techniques adapted
from integrated circuit �IC� manufacturing. A 1 �m thick high-

rmistors on the back side of the microdevice,
the
JULY 2008, Vol. 130 / 072402-3
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uality oxide film was deposited on both sides of the silicon wafer
o shield the bare wafer surface during processing and to serve as
n electrical insulator. A layer of 150 Å thick titanium was depos-
ted by a cryopumped CVC 601 sputter deposition system and
atterned on the back side of the wafer to form the thermistors.
ias of 0.2 �m aluminum containing 1% silicon and 4% copper
as subsequently formed in order to create electrical connections

o the thermistors. Following, a 1 �m thick plasma enhanced
hemical vapor deposition �PECVD� oxide was deposited to insu-
ate the thermistors and the vias from the lower layer. The heater
as then formed on top of the oxide layer by CVC sputtering
eposition. A 70 Å thick layer of titanium was initially deposited
o enhance adhesion characteristics and was followed by sputter-
ng a 1 �m thick layer of Al-1%Si-4%Cu. Subsequent photoli-
hography and concomitant wet bench processing created the
eater on the back side of the wafer. Another 1 �m thick PECVD
xide was deposited to protect the back side features during fur-
her processing.

Next, the microchannels were formed on the top side of the
afer. The wafer was taken through a photolithography step and a

eactive ion etching �RIE� oxide removal process to mask certain

Fig. 4 „a… Experimental setu
reas on the wafer, which were not to be etched during the DRIE

72402-4 / Vol. 130, JULY 2008
process. The wafer was consequently etched in the DRIE process,
and silicon was removed from places not protected by the
photoresist/oxide mask. A profilometer and SEM were employed
to measure and record various dimensions of the device.

The wafer was flipped, and the back side was then processed to
create an inlet, outlet, side air gap, and pressure port taps for the
transducers. A photolithography step followed by a buffered oxide
etch �BOE� �6:1� oxide removal process was carried out to create
a pattern mask. The wafer was then etched through in a DRIE
process to create the fluidic ports. Thereafter, electrical contacts/
pads were opened on the back side of the wafer by performing
another round of photolithography and RIE processing. Finally,
the processed wafer was stripped of any remaining resist or oxide
layers and anodically bonded to a 1 mm thick polished Pyrex
�glass� wafer to form a sealed device. After successful completion
of the bonding process, the processed stack was die sawed to
separate the devices from the parent wafer.

4.2 Experimental Test Rig. The setup, shown in Fig. 4�a�,
consists of three primary subsystems: the flow loop section, in-
strumentation, and a data acquisition system. The test section

nd „b… microdevice package
p a
houses the MEMS microchannel devices and its fluidic and ther-

Transactions of the ASME
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al packaging module �Fig. 4�b��. The microchannel device is
ounted on the fluidic packaging module through miniature “o-

ings” to ensure a complete leak-free system. The fluidic packag-
ng delivers the working fluid and access to the pressure transduc-
rs. The external electrical connections to the thermistors and the
eater were achieved from beneath through spring-loaded probe
ins, which connected the thermistors and the heater to electrical
ads, which reside away from the main microchannel body.

The main flow loop includes the microchannel device, a pulse-
ess gear pump, a reservoir that consists of a deaerator unit and a
eating element to control the inlet temperature, a flow meter, and
dissolved oxygen meter. The test section heater is connected to a
ower supply with an adjustable dc to provide power to the de-
ice. The thermistor output signals are recorded by the National
nstrument data acquisition system. Simultaneously, the inlet pres-
ure and test section pressure drop are collected, and the boiling
rocess in the microchannels is recorded by a Phantom V4.2 high-
peed camera �maximum frame rate of 90,000 frames /s and 2 �s
xposure time� mounted over a Leica DMLM microscope. Cali-
ration of the heater and the thermistors is performed prior to the
xperiment by placing the device in an oven and establishing the
esistance-temperature curve for each individual sensor.

4.3 Experimental Procedures and Data Reduction. The de-

Fig. 5 Substrate temperature as a function of effective he
onized water was first degassed until the oxide concentration

ournal of Heat Transfer
level dropped below 3 ppm. Then, the water flow rate was fixed at
the desired value, and experiments were conducted after steady
conditions were reached with an exit atmospheric pressure and
ambient room temperature ��22°C�. The electrical resistances of
the thermistors were also measured at room temperature. During
the experiment, voltage was applied in 0.5 V increments to the
test section heater, and the resistance data for the heater and the
thermistors were recorded once steady state was reached. The pro-
cedure was repeated for different flow rates.

To estimate heat losses, electrical power was applied to the test
section after evacuating the water from the test loop. Once the
temperature of the test section became steady, the temperature
difference between the ambient and test section was recorded with
the corresponding power. The plot of power versus temperature

difference was used to calculate the heat loss �Q̇loss� associated
with each experimental data point.

Data obtained from the voltage, current, and pressure measure-
ments were used to calculate the average single- and two-phase
temperatures, heat transfer coefficients, and CHF conditions. The
electrical input power, P, and heater resistance, R, respectively,
were determined by the measured voltage, V, and current, I, with

P = V � I �1�

ux for „a… Device 1NR, „b… Device 2IR, and „c… Device 3PW
at fl
and

JULY 2008, Vol. 130 / 072402-5
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R = V/I �2�
The electrical resistance-temperature calibration curve of the

eater and the thermistors were used for determining the average

eater temperature, T̄heater, and the thermistor temperature for each
ocal position, Tthermistor. The substrate temperature, Ts, and the
ocal surface temperatures �T1, T2, T3� at the base of the micro-
hannels were then calculated as

Ts = T̄heater −
�P − Q̇loss�tb

ksAp
�3�

T1,T2,T3 = Tthermistor −
�P − Q̇loss�tb

ksAp
�4�

here tb, ks, and Ap are the base thickness, thermal conductivity of
ilicon, and the platform area �Ap=0.2 cm2 in the current study�,
espectively. The effective heat flux, qeff� , is defined as

qeff� =
P − Q̇loss

At
�5�

here At is the total channel surface area. At=0.353 cm2 and was

nchanged for all three microdevices. The heat loss, Q̇, was esti-
ated to be 5–10% of the total power depending on the heat flux

nd mass flux.

4.4 Uncertainty Analysis. The uncertainties of the measured
alues are obtained from the manufacturers’ specification sheets,
hile the uncertainties of the derived parameters are calculated
sing the method developed by Kline and McClintock �26�. Un-
ertainties in the mass flux �G�, heat flux �qeff� �, temperature �T�
re estimated to be �1%, �1%, and �3%, respectively.

Results and Discussion

5.1 General Observation. The substrate temperature, Ts, as a
unction of the effective heat flux for all three devices is shown in
ig. 5 for mass fluxes ranging from 86 kg /m2 s to 520 kg /m2 s.
t low heat fluxes, single-phase liquid flow existed, which was

epresented by the linear temperature increase with heat flux.
bove a certain heat flux, boiling initiated and a drastic change in

he slope was apparent, indicating the ONB, which was also veri-
ed by visual inspection of bubbles forming in the channel. For

he devices with reentrant cavities �Devices 1NR and 2IR�, ini-

ig. 6 Substrate temperature, Ts, as a function of effective
eat flux for the three microchannel devices
ially stable boiling was maintained until the heat flux reached a

72402-6 / Vol. 130, JULY 2008
condition, where boiling instability commenced with considerable
temperature fluctuations. This condition was marked as the onset
of flow oscillation �OFO� and defined as the conditions corre-
sponding to a substrate temperature fluctuation greater than 5°C.
With further increase in the heat flux, a critical state was reached,
in which a meager increase in the heat flux resulted in a sharp and
abrupt increase in the substrate temperature, indicating the arrival
of CHF condition. Note that the substantial temperature fluctua-
tion following OFO was characterized by a very low dominant
frequency ��0.1 Hz�—a characteristic of upstream compressible
volume instability. Unlike Devices 1NR and 2IR, Device 3PW
reveals a different boiling trend �Fig. 5�c��, where the transition
from ONB to CHF was much more rapid, and only for G
�160 kg /m2 s a relatively appreciable pre-CHF boiling region
was maintained. This is better shown by directly comparing the
boiling curves for the three micro-devices �Fig. 6� for G
=230 kg /m2 s and G=389 kg /m2 s. While all three devices had
very similar single-phase Ts−qeff� curves, Devices 1NR and 2IR
�with reentrant cavities� experienced ONB at much lower heat
fluxes with significant temperature slope change followed by a
more stable boiling process, and, eventually, reached higher CHF

Fig. 7 Substrate temperature as a function of effective heat
flux for G=303 kg/m2 s. „a… Device 1NR and „b… Device 3PW.
values.
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The boiling curves for Devices 1NR and 3PW for G
303 kg /m2 s are shown in Fig. 7 along with the corresponding
aximum/minimum surface temperatures. The ONB, OFI, and
HF are also marked. For Device 1NR �Fig. 7�a��, stable boiling
xisted between qeff� =81 W /cm2 and qeff� =99 W /cm2, and the
emperature oscillation after OFO increased gradually from 5°C
o 27°C. On the other hand, with Device 3PW �Fig. 7�b��, OFO
as triggered immediately with the ONB and experienced initial

emperature oscillation of 10°C that gradually increased to 22°C
rior to the CHF condition. Very limited stable boiling condition
as observed with Device 3PW.
Comparisons of the heat flux at ONB, OFO, and CHF as a

unction of mass flux are depicted in Fig. 8. A reduction in the
eat flux of 13–23% at ONB and 15–33% improvement in the
HF condition were observed with Devices 1NR and 2IR in com-
arison to Device 3PW. Device 3PW showed greater tendency
han Devices 1NR and 2IR to trigger instabilities, as evident by its
ower heat flux at OFO. This is apparent especially at moderate
nd high mass fluxes �G�303 kg /m2 s�. The reentrant cavities
ppeared to delay and modify the prime instability modes—the
ompressible volume and parallel channel instability, as will be
iscussed in Sec. 5.2—but not to eliminate their occurrences.

The reduction of the heat flux at ONB and the increased CHF
re related to boiling instability in two ways. The delay of flow
scillation resulting from enhanced bubble nucleation can im-

Fig. 8 Effective heat flux at „a… ONB, „b… OFO, and „c… CHF
rove CHF; this is especially significant for high mass flux �G

ournal of Heat Transfer
�303 kg /m2 s�. It was stated by Koşar et al. �19� and Kuo et al.
�20� that reentrant cavity can reduce wall superheat required to
activate bubble nucleation, and, thus, enhance the boiling process,
especially for high mass fluxes. The microfabrication technique
commonly used to form plain wall microchannels severely re-
stricts the range of active cavity sizes available for heterogeneous
bubble nucleation. As discussed by Collier and Thome �27�, this
requires the bulk liquid to be considerably superheated before
vapor generation can take place at the surface. Once a vapor
bubble forms in the superheated liquid it grows very rapidly. As
discussed in Sec. 2.1, the explosive growth of vapor bubbles
�rapid bubble growth instability� triggers large flow oscillations.
In the plain microchannel device, this instigated early parallel
channel instability and amplified compressible volume instability,
and, in turn, caused premature CHF. For high mass fluxes, it is
evident �19,20� that reentrant cavities enable a more orderly
bubble nucleation process with significant lower surface tempera-
tures, and, to an extent, suppress the rapid bubble growth. To
further elaborate on this issue, it is useful to examine the local
effects of the reentrant cavities. This is now discussed in the fol-
lowing subsection.

5.2 Transient and Local Thermal-Hydraulic
Characteristic. The average local temperature T2 as a function of
heat flux for G=303 kg /m2 s for the three devices is shown in

r different mass fluxes and different types of microdevices
fo
Fig. 9�a�. No appreciable deviation was recorded for T2 during

JULY 2008, Vol. 130 / 072402-7
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ingle-phase flow. However, similar to the substrate temperature,
s, the average local temperature T2 for the structured-surface
icrochannel devices �Devices 1NR and 2IR� was much lower

han for the plain wall channel device �Device 3PW� after ONB.
o further evaluate the apparent deviation of local temperature
fter ONB between the test devices, the transient response of T2
or G=303 kg /m2 s and qeff� =123 W /cm2 is shown in Fig. 9�b�.
esides the significant increase in T2, the temperature fluctuation
agnitudes for all microchannel devices are comparable. How-

ver, the structured-surface microchannels seem to have longer
ow-temperature period between temperature peaks, which is the
robable cause for the significant lower average T2.
Local transient surface temperature at post-OFO conditions

oupled with transient pressure drop and flow visualization re-
ealed a characteristic thermal-hydraulic cycle that can be divided
nto three distinct stages: �a� bubble nucleation �Stage A�, �b�
apor filling/dryout �Stage B�, and �c� post-dryout/upstream flood-
ng �Stage C�. A typical transient temperature curve for G
303 kg /m2 s, qeff� =142 W /cm2, for Device 1NR is shown in
ig. 10�a�, along with the three boiling stages. Additionally, the

ransient T2 at the same hydraulic condition is shown for four
ifferent heat fluxes �Fig. 10�b��, and the images captured by the
icroscope and the high-speed camera at different stages of the

ig. 9 „a… T2 as a function of effective heat flux for G
303 kg/m2 s, and „b… Transient T2 for G=303 kg/m2 s and qeff�
123 W/cm2
oiling process are also shown in Fig. 11. In Stage A �Fig. 11�a��,

72402-8 / Vol. 130, JULY 2008
the bubbles generated from the channel wall maintained relatively
stable flow, and the heat transfer, as well as the surface tempera-
ture, hardly changed. Depending on the heat flux, the correspond-
ing time period and surface temperature varied, and, at low heat
flux, subcooled liquid existed in the inlet region. For the plain
wall microchannel, the bubble nucleation stage �Stage A� was
very limited and bubbles rapidly grew and dominated the early
stage of unstable boiling. This, in turn, promoted the subsequent
stage �Stage B�, where vapor rapidly propagated upstream, com-
pletely filled the channel, and increased the upstream pressure, as
shown in Fig. 11�b�. The sudden void fraction increase with
temporary/local dryout at high heat flux is also evident by the
rapid increase in the downstream local temperature �T2 ,T3�. As
can be seen from Fig. 10�b�, the peak temperature raised rapidly
with heat flux. As the inlet pressure builds up, following the in-
crease in the void fraction during Stage B, unstable hydraulic
condition was reached, in which the pressure drop was sufficiently
large to overcome the channel demand for pressure drop. As a
consequence, the mass flow rate increased and liquid rapidly filled
the channel while significantly reducing the pressure drop demand
�Fig. 11�c��—this was accompanied by a rapid decrease in the
surface temperature �Stage C�. At lower heat fluxes, the enlarged
vapor bubble gradually moved downstream, which results in a
more steady temperature drop slope, as shown in Fig. 10�b�.

The data presented in the previous figures suggest that, without
proper arrangements such as inlet restrictors �18–20�, the com-
pressible volume instability, which is triggered by excursive insta-
bility, dominates both enhanced surface and plain wall devices.
However, the presence of structured wall cavities modifies the

Fig. 10 „a… Transient local temperature for Device 1NR for G
=303 kg/m2 s, qeff� =142 W/cm2; „b… comparison of transient T2
for different heat fluxes for G=303 kg/m2 s „Device 1NR…
characteristics of this prime instability. Structured surfaces tend to

Transactions of the ASME
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oderate the oscillation caused by the rapid bubble growth, and,
herefore, delay the onset of parallel channel instability. In the
resent study, this manifested itself as an extended, stable, and
ffective boiling period �Stage A in Fig. 10�a��. In the plain wall
hannel, on the other hand, the onset of boiling is accompanied by
ignificant rapid bubble growth oscillation, which instantaneously
riggered the parallel channel instability, and, as a result, the com-
ressible volume instability. The modification of the prime insta-
ility mode has important ramifications with respect to the aver-
ge heat transfer coefficient �or the average surface temperature�.
he tendency of the reentrant cavities to form a more stable boil-

ng process, with longer periods of steady nucleate boiling, facili-
ates a more effective two-phase heat transfer process, as evident
rom Fig. 9�b�.

Conclusion
The current investigation examined the ability of reentrant cavi-

ies to suppress flow boiling oscillations and instabilities in micro-
hannels. Various boiling instability modes previously identified
n microchannel �i.e., rapid bubble growth, parallel channel, com-
ressible volume instabilities, and CHF� were studied, and sup-
ression mechanisms were proposed and discussed. Three types of
icrochannel devices were used to experimentally investigate

oiling instability: microchannel with reentrant cavities, micro-
hannel with interconnected reentrant cavities, and plain wall mi-
rochannel. ONB, CHF condition, and local temperature measure-
ents were acquired and compared. The main conclusions drawn

ig. 11 Boiling stages in unstable boiling flow for G
303 kg/m2 s, qeff� =142 W/cm2

„Device 1NR…: „a… bubble nucle-
tion „Stage A…, „b… vapor filling/dryout „Stage B…, and „c… post-
ryout/upstream flooding „Stage C…
rom this study are presented below.

ournal of Heat Transfer
1. Structured reentrant cavities in microchannel devices can as-
sist, to an extent, to mitigate flow boiling instability.

2. For the reentrant cavity devices, the reduced superheat and
pressure at the initial stages of the bubble nucleation delayed
and moderated the flow oscillation, and, thus, extended the
stable boiling region and increased the CHF.

3. Local transient temperature coupled with flow visualization
revealed various stages of the unstable boiling cycle, which
showed the effect of reentrant cavities in mitigating rapid
bubble growth, parallel channel, and pressure drop/
compressible volume instabilities.
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Nomenclature
Ap � platform area �heating surface area above the

heater� �m2�
At � total channel surface area �m2�
G � mass flux �kg /m2 s�
I � electrical current �A�

ks � thermal conductivity of the substrate �silicon�
�W/m°C�

p � pressure �kPa�
P � electrical power �W�

qeff� � effective heat flux �W /cm2�
Qloss � heat loss �W�

R � electrical resistance ���
t � time �s�

tb � base thickness �m�
T � temperature �°C�

T̄heater � average heater temperature �°C�
Ts � substrate temperature �°C�

Tthermistor � thermistor temperature �°C�
T1, T2, T3 � local surface temperature �°C�

V � electrical voltage �V�
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Critical Heat Flux of Water at
Subatmospheric Pressures in
Microchannels
Critical heat flux conditions for water at subatmospheric pressures in an array of silicon-
based, 227 �m hydraulic diameter, rectangular microchannels were experimentally stud-
ied. Experiments were conducted at exit pressures from 0.1 atm to 1 atm, mass fluxes
from 86 kg /m2 s to 303 kg /m2 s, and an effective heat flux up to 444 W /cm2. The annu-
lar flow pattern revealed during flow visualization and the high exit qualities at CHF
conditions suggest dryout to be the CHF mechanism. An analysis, based on the experi-
mental results and known CHF characteristics, on the dependency of the critical heat flux
on various variables was performed. It was found that the boiling number at the CHF
condition was approximately a constant. �DOI: 10.1115/1.2909077�

Keywords: microchannel, flow boiling, CHF, heat transfer
Introduction
The rapidly increasing use of electronics in industry and mili-

ary hardware is generating unprecedented thermal management
eeds. The cooling requirements of many electronic systems dic-
ate dissipation of ultrahigh heat fluxes while maintaining isother-

al low surface temperatures �e.g., isothermal surfaces at �50°C
r lower�. Flow boiling in microchannels is one of the most potent
onvective heat transfer methods and has been a topic of numer-
us studies in the past several years �1–18�. Water has superior
hermophysical properties compared to most practical engineering
uids; it is readily available, environmental friendly, and nonhaz-
rdous. As such, water is seriously considered the fluid of choice
or many flow boiling cooling systems of ultrahigh power electri-
al components. However, the requirement of low surface tem-
eratures necessitates the use of flow boiling of water at subatmo-
pheric pressures.

Any boiling system is susceptible to a condition known as the
ritical heat flux �CHF� condition. CHF is one of the most impor-
ant thermal-hydraulic transition phenomena in flow/pool boiling
nd is of significant engineering importance. It sets the upper limit
f heat flux for many engineering systems and marks the transi-
ion from a very effective heat transfer mode to a very ineffective
ne. In conventional scale, many studies have been devoted to
btaining knowledge about the conditions leading to CHF, and
n-depth reviews on the phenomenon are available in textbooks
19–21� and in archival manuscripts �22�. Another limit on the
aximum heat flux is given by the kinetic theory �19�. Gambill

nd Lienhard �23� compiled the CHF data from various studies
nd related the highest CHF values reported with the maximum
eat flux from the kinetic theory as a function of dimensionless
ressure �Fig. 1�. Van Carey, in a panel discussion in the Thermal
hallenges in Next Generation Electronic Systems �THERMES
007� Conference �24�, compared several sets of CHF microchan-
el data with Gambill and Lienhard’s results. He speculated that
he significantly lower CHF values reported in microchannels are
characteristic of the microscale and urged the heat transfer com-
unity to study the phenomenon in diminishing length scales to

alidate/invalidate his hypothesis. Conventional scale studies
trongly suggest that CHF conditions are closely related to the

1Corresponding author.
Contributed by the Heat Transfer Division of ASME for publication in the JOUR-

AL OF HEAT TRANSFER. Manuscript received April 9, 2007; final manuscript received

uly 31, 2007; published online May 20, 2008. Review conducted by Louis C. Chow.

ournal of Heat Transfer Copyright © 20
heat transfer mechanism prior to their appearance. However, flow
boiling heat transfer mechanisms in microchannels are not fully
understood even at atmospheric conditions. It is also widely ac-
cepted that flow boiling of low surface tension liquids �e.g., hy-
drofluorocarbon� can have considerably different thermal-
hydraulic mechanisms than high surface tension fluids such as
water, especially at the microscale. An experimental study on
CHF in microchannel with water at subatmospheric pressures will
extend current limited knowledge pertinent to microdomains.

This manuscript reports on the results of CHF study of water at
subatmospheric pressures in an array of five parallel, 227 �m hy-
draulic diameter microchannels. The effects of system pressure,
mass flux, and inlet subcooled temperature on CHF conditions are
examined. The results are also compared to Gambill and Lien-
hard’s map in an attempt to address Van Carey’s hypothesis.

2 Device Overview
A computer aid design �CAD� model of the microdevice used in

the current study is shown in Fig. 2. The microdevice consists of
five parallel, 10,000 �m long, 200 �m wide, and 253 �m deep
microchannels, each spaced 200 �m apart. A 20 �m wide and
400 �m long orifice is installed at the entrance of each channel to
suppress flow instabilities �25�. To minimize ambient heat losses,
air gaps are formed on the two ends of the sidewalls. Inlet and exit
plenums are etched on the thin silicon substrate ��200 �m�. A
Pyrex cover seals the device from the top and allows flow visual-
ization. On the backside, a heater is formed underneath the micro-
channels to deliver the heating power, and it also serves as a
thermistor to measure the average temperature of the entire mi-
crochannel area.

3 Device Fabrication, Experimental Apparatus, and
Procedures

3.1 Microchannel Fabrication Method. The microdevice
was micromachined on a polished double-sided n-type �100�
single crystal silicon wafer employing techniques adapted from
integrated circuit �IC� manufacturing. A 1 �m thick high-quality
oxide film was deposited on both sides of the silicon wafer to
shield the bare wafer surface during processing and to serve as an
electrical insulator. The heater was then formed on the backside of
the wafer. A 70 Å thick layer of titanium was initially deposited
by a cryopumped CVC 601 sputter deposition system to enhance

adhesion characteristics and was followed by sputtering a 1 �m

JULY 2008, Vol. 130 / 072403-108 by ASME
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hick layer of Al–1%Si–4%Cu. Subsequent photolithography and
oncomitant wet bench processing created the heater on the back-
ide of the wafer. Another 1 �m thick PECVD oxide was depos-
ted to protect the backside features during further processing.

Next, the microchannels were formed on the top side of the

Fig. 1 The ratio of the highest measured CHF
qCHF� /qmkv� , as a function of dimensionless exit p

Fig. 2 „a… A CAD model of the micro

configuration „all units in �m…

72403-2 / Vol. 130, JULY 2008
wafer. The wafer was taken through a photolithography step and a
reactive ion etching �RIE� oxide removal process to mask certain
areas on the wafer, which were not to be etched during the deep
RIE �DRIE� process. The wafer was consequently etched in the

the maximum heat flux from the kinetic theory,
sure, pe /pc

ice; „b… geometry of the inlet orifice
to
res
dev
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RIE process, and silicon was removed from places not protected
y the photoresist/oxide mask. A profilometer was employed to
easure and record various dimensions of the device.
The wafer was flipped, and the backside was then processed to

reate an inlet, an outlet, side air gaps, and pressure port taps for
he transducers. A photolithography step followed by a buffered
xide etch �BOE� �6:1� oxide removal process was carried out to
reate a pattern mask. The wafer was then etched through in a
RIE process to create the fluidic ports. Thereafter, electrical

ontacts/pads were opened on the backside of the wafer by per-
orming another round of photolithography and RIE processing.
inally, the processed wafer was stripped of any remaining resist
r oxide layers and anodically bonded to a 1 mm thick polished
yrex �glass� wafer to form a sealed device. After a successful
ompletion of the bonding process, the processed stack was die-
awed to separate the devices from the parent wafer.

3.2 Experimental Test Rig. The setup, shown in Fig. 3, con-
ists of three primary subsystems: the flow loop section, instru-
entations, and a data acquisition system. The test section houses

he microelectromechanical system �MEMS� microchannel de-
ices and its fluidic and thermal packaging module. The micro-
hannel device is mounted on the fluidic packaging module
hrough miniature “o-rings” to ensure a complete leak-free sys-
em. The fluidic packaging delivers the working fluid and access
o the pressure transducers. The external electrical connections to
he heater were achieved from beneath through spring-loaded
robe pins, which connected the heater to electrical pads residing
way from the main microchannel body.

The main flow loop includes the microchannel device, a pulse-
ess gear pump, a reservoir, a vacuum pump, and a pressure gauge
o control the system pressure, a flow meter, and a dissolved oxy-
en meter. The test section heater is connected to a power supply
ith an adjustable dc current to provide power to the device.
imultaneously, the inlet pressure and test section pressure drop
re collected, and the boiling process in the microchannels is re-
orded by a Phantom V4.2 high-speed camera �maximum frame
ate of 90,000 frames /s, and 2 �s exposure time� mounted over a
eica DMLM microscope. Calibration of the heater is performed
rior to the experiment by placing the device in an oven and
stablishing the resistance-temperature curve for the heater.

3.3 Experimental Procedures and Data Reduction. The de-
onized water was first degassed until the oxide concentration
evel dropped below 3 ppm. Then the system pressure was ad-
usted to the desired experimental value. The water flow rate was

Fig. 3 Exp
xed at the desired value, and experiments were conducted after

ournal of Heat Transfer
steady conditions were reached with a desirable system pressure
and ambient room temperature ��22°C�. The electrical resistance
of the heater was also measured at room temperature. During the
experiment, voltage was applied in 0.5 V increments to the test
section heater, and the resistance data for the heater were recorded
once the steady state was reached. The procedure was repeated for
different flow rates.

To estimate heat losses, electrical power was applied to the test
section after evacuating the water from the test loop. Once the
temperature of the test section became steady, the temperature
difference between the ambient and test section was recorded with
the corresponding power. The plot of power versus temperature

difference was used to calculate the heat loss �Q̇loss� associated
with each experimental data point.

Data obtained from the voltage, current, and pressure measure-
ments were used to calculate the average surface temperatures and
CHF. The electrical input power P and heater resistance R, respec-
tively, were determined by the measured voltage V and current I
with

P = VI �1�

and

R = V/I �2�

The electrical resistance-temperature calibration curve of the
heater was used for determining the average heater temperature,

Theater. The average surface temperature Ts was then calculated as

Ts = T̄heater −
�P − Q̇loss�t

ksAp
�3�

where t, ks, and Ap are the substrate thickness, thermal conductiv-
ity of silicon, and the platform area, respectively. The effective
heat flux, qeff� , is defined as

qeff� =
P − Q̇loss

Ap
�4�

To compare with existing CHF data, the channel wall heat flux at
the CHF condition, qCHF� , is defined as

qCHF� =
P − Q̇loss

At
�5�

where At is the total channel surface area �At= �W+2H�L�. The

ent setup
exit mass quality is obtained by
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xe =
�P − Q̇loss� − GAs,totcp�Tsub

GAs,tothfg
�6�

here G and As,tot are the mass flux and the total channel cross-
ection area �As,tot=5As for the current device�, respectively.

The uncertainties of the measured values are obtained from the
anufacturers’ specification sheets, while the uncertainties of the

erived parameters are calculated using the method developed by
line and McClintock �26�. Uncertainty in the mass flux �G�, heat
ux �q��, temperature �T�, and mass quality �x� are estimated to be
1%, �1%, �1%, and �3%, respectively.

Results and Discussion

4.1 Flow Morphology at Impending CHF. In conventional
cale, CHF conditions are often led by two different mechanisms:
eparture from nucleate boiling �DNB� and dryout �19,20�. For
ubcooled boiling or low quality saturated boiling, where nucleate
oiling is the predominant heat transfer mechanism, CHF is re-
erred as DNB, and for saturated boiling of high exit quality, with

typical annular flow pattern, the CHF condition results from
ryout of the liquid film on the channel wall.

Figure 4 depicts the characteristic flow patterns visualized at
he CHF condition: single-phase liquid flow, single bubble/slug
ow, annular flow, and dryout beginning at the exit of the channel.
he annular flow pattern/dryout at the channel exit, coupled with

he relatively high exit quality at CHF conditions �Fig. 5�, sug-
ests that CHF is triggered by liquid dryout.

Previous studies suggest that for the dryout mechanism the exit
uality at CHF conditions �xe,CHF� decreases with increased mass
ux �17,19,20�. While the current observation �Fig. 5�a�� appears

o concur with other data, at least trendwise, the exit quality at
HF conditions does not seem to be strongly affected by the mass
ux. In fact, the CHF exists over a relatively narrow range of
ass qualities �Fig. 5�b��. It is frequently argued that the reduction

n xe,CHF at high mass fluxes for dryout mechanism is a result of
ncreased droplet entrainment in the vapor core depleting liquid
rom the wall �19� or interfacial wave instabilities induced by
hear or surface tension forces �27�. If these reasoning are adopted
ere, it can be concluded that the droplet entrainment varies little
ith mass flux and the interfacial wave instabilities are not

trongly dependent on the mass flux, at least under the current
xperiment conditions. This, in some respect, contradicts the re-
ults of Koşar and Peles �17�, which showed significant reduction
n exit qualities with increasing mass flux. Considering the surface
ension to be an important variable dictating the entrainment and
he interfacial waves, it is very likely that the hydrodynamics of
he droplet and interface wave formation for R123 is considerably

Fig. 4 Characteristic fl
ifferent than for water.

72403-4 / Vol. 130, JULY 2008
4.2 Comparison With the Maximum Heat Flux
Limitation. The practical limitation given by Gambill and Lien-
hard �Fig. 1� suggests that the maximum achievable CHF for
pe / pc�0.01 �pe=221 kPa� is 10% of the maximum heat flux ob-

boiling morphologies

(a)

(b)

Fig. 5 „a… The exit mass quality at CHF conditions as a func-

tion of mass flux; „b… CHF as a function of mass quality
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ained from the kinetic theory. In the current microchannel study,
maximum qCHF� /qmkv� value of 0.05 was obtained for pe / pc
0.001 �pe=20 kPa� and G=303 kg /m2 s. The CHF data for wa-

er and coolants seem to follow the general trend of Gambill and
ienhard’s curve, but the values are at least 50% below the curve.
owever, the high exit qualities at CHF conditions, in this and in
oşar and Peles’s studies, do not indicate that the CHF at the
icroscale is fundamentally lower than in the conventional scale.
egardless, an exit quality of 1 will trigger CHF in the present
xperiment �due to complete dryout�, resulting in qCHF� /qmkv�
0.1. It is important to note that the dashed curve in the figure
as obtained from the highest measured CHF value ever re-

orded, and it might very well be that higher values than the
vailable data at the microscale can be achieved in microchannels
or enhanced configurations or at higher mass fluxes.

4.3 CHF and the Independent Variables. In conventional
cale, the CHF in channels is often a strong function of mass flux
, exit quality, xe, channel exit pressure, pe, channel hydraulic
iameter, dh, channel length, L, and fluid properties �20�. For flow
oiling of water in a given channel �i.e., fixed length and diam-
ter�, qCHF� is a function of three primary independent variables:

qCHF� = f�G,xe,pe� �7�
ssuming the CHF can be expressed as a product of two func-

ions, one of which depends only on the mass flux, while the other
epends on the exit quality and channel exit pressure, qCHF� can be
xpressed as

qCHF� = f1�G�f2�xe,pe� �8�

here f1 is a function of G only, and f2 is a function of xe and pe
nly. Such assumption has been implicitly made while developing
HF correlations for macro- and microscale systems �3,28,29�. As
iscussed in the previous section, in the current study, the CHF
aries over a small range of exit qualities, and the effect of xe can
e viewed similar to the channel length and hydraulic diameter
i.e., xe=constant�. Therefore, the functional dependency of f2 can
e reduced to pe only �i.e., f2�pe��. Furthermore, it is often as-
umed that the functional dependency of qCHF� on G is polynomial:

qCHF� � Gm �9�

here m is a constant. Inspection of the CHF as a function of
ass flux for five exit pressures �Fig. 6� suggests that the CHF is

pproximately a linear function of mass flux �i.e., m�1�, which is
n agreement with some macroscale channel studies �20�. From

Fig. 6 CHF as a function of mass flux
qs. �8� and �9�, it follows �for m=1�:

ournal of Heat Transfer
qCHF�

G
= f2�pe� �10�

Expressing Eq. �10� in dimensionless form:

BoCHF =
qCHF�

Ghfg
= f	 pe

pc

 �11�

where BoCHF is the boiling number at CHF condition, hfg is the
latent heat of vaporization, and pc is the critical pressure.

The system pressure �exit pressure� in a boiling system can
have a complex effect on CHF conditions, since it can modify
several important independent variables: the liquid-to-vapor den-
sity ratio ��l /�v�, the surface tension ���, and the latent heat of
vaporization �hfg�. The surface tension and the latent heat of va-
porization can vary somewhat with the saturation pressure �or
temperature�, but the liquid-to-vapor density ratio vary by an or-
der of magnitude when the system pressure changes from
0.1 atm to 1 atm. Therefore, for a first order analysis, it can be
concluded that the effect of exit pressure is merely the effect of
�l /�v. Thus, Eq. �11� can be expressed as

BoCHF = f	 �l

�v

 �12�

Figure 7 shows the boiling number as a function of liquid-to-
vapor density ratio. It appears that the dependency of boiling
number on the density ratio is not significant, except for the high-
est �l /�v data points �pe=10 kPa�. Therefore, the boiling number
at the CHF condition can be expressed as

BoCHF � 3.7 � 10−3 �13�
For annular flow at subatmospheric pressure, the condition

leading to CHF is dictated by the presence of liquid film adjacent
to the channel wall. While the density ratio can affect the droplet
entrainment in the vapor core, which can indirectly control the
conditions leading to the liquid dryout on the wall, it does not
appear to significantly modify it, as apparent by the narrow range
of the exit quality at CHF conditions �Fig. 5�. Better knowledge of
the mechanism controlling the thin liquid layer through interfacial
wave instabilities or the formation of droplet entrainment in the
vapor core will provide clues to the conditions leading to CHF
under the thermal-hydraulic conditions studied here and else-
where. The significant reduction in the boling number at CHF

Fig. 7 The boiling number at CHF conditions as a function of
liquid-to-vapor density ratio, �l /�v
conditions for the very high density ratio �i.e., pe=10 kPa� is not

JULY 2008, Vol. 130 / 072403-5
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ompletely clear. Other effects such as compressibility, sonic
imit, and rarefaction may become significant at such low pres-
ure.

Conclusion
In the current study, experiments were conducted to obtain CHF

ata for flow boiling of water at subatmospheric pressures in mi-
rochannels. Flow visualization was performed to aid the identi-
cation of CHF mechanism. The effects of independent variables,
hich are important in macroscale, were evaluated. The main con-

lusions drawn from the study are as follows:

1. Dryout is the primary CHF mechanism for flow boiling of
water in microchannels at subatmospheric pressure, at low to
moderate mass fluxes.

2. The CHF values obtained were lower than the limits sug-
gested by Gambill and Lienhard. Further studies on flow
boiling in boiling enhanced configurations or flow condi-
tions may result in CHFs that approach their limit.

3. Performing first order analysis, it was found that the mass
quality at CHF conditions did not vary significantly, and the
system pressure did not strongly affect CHF. The CHF data
were reduced to a simple correlation, which related the criti-
cal boiling number to a constant.
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omenclature
Ap 	 platform area �heating surface area above the

heater�, m2

As 	 single channel cross-section area, m2

As,tot 	 total channels cross-section area, m2

At 	 total channel surface area, m2

Bo 	 the boiling number,
cp 	 specific heat, J/kg K
dh 	 channel hydraulic diameter, m
G 	 mass flux, kg /m2 s
H 	 channel height, m

hfg 	 latent heat of vaporization, J/kg
I 	 electrical current, A

ks 	 thermal conductivity of the substrate �silicon�,
W/m °C

L 	 channel length, m
ṁ 	 mass flow rate, kg/s
N 	 number of channel
pc 	 critical pressure, kPa
pe 	 exit pressure, kPa
P 	 electrical power, W
q 	 heat transfer rate, W

q� 	 heat flux, W /cm2

qCHF� 	 channel wall heat flux at the CHF condition,
W /cm2

qeff� 	 effective heat flux, W /cm2

Q̇loss 	 heat loss, W
R 	 electrical resistance, 

t 	 thickness of the silicon substrate, m

T̄heater 	 average heater temperature, °C
Ts 	 average surface temperature, °C

�Tsub 	 inlet subcooled temperature, °C
V 	 electrical voltage, V
W 	 channel width, m
xe 	 exit mass quality
xe,CHF 	 exit mass quality at the CHF condition

72403-6 / Vol. 130, JULY 2008
Greek
�l 	 liquid density, m3 /s
�v 	 vapor density, m3 /s
� 	 surface tension, N/m
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Monte Carlo Simulation of
Steady-State Microscale Phonon
Heat Transport
Heat conduction in submicron crystalline materials can be well modeled by the Boltz-
mann transport equation (BTE). The Monte Carlo method is effective in computing the
solution of the BTE. These past years, transient Monte Carlo simulations have been
developed, but they are generally memory demanding. This paper presents an alternative
Monte Carlo method for analyzing heat conduction in such materials. The numerical
scheme is derived from past Monte Carlo algorithms for steady-state radiative heat
transfer and enables us to understand well the steady-state nature of phonon transport.
Moreover, this algorithm is not memory demanding and uses very few iteration to achieve
convergence. It could be computationally more advantageous than transient Monte Carlo
approaches in certain cases. Similar to the famous Mazumder and Majumdar’s transient
algorithm (2001, “Monte Carlo Study of Phonon Transport in Solid Thin Films Including
Dispersion and Polarization,” ASME J. Heat Transfer, 123, pp. 749–759), the dual
polarizations of phonon propagation, the nonlinear dispersion relationships, the transi-
tion between the two polarization branches, and the nongray treatment of phonon relax-
ation times are accounted for. Scatterings by different mechanisms are treated individu-
ally, and the creation and/or destruction of phonons due to scattering is implicitly taken
into account. The proposed method successfully predicts exact solutions of phonon trans-
port across a gallium arsenide film in the ballistic regime and that across a silicon film in
the diffusion regime. Its capability to model the phonon scattering by boundaries and
impurities on the phonon transport has been verified. The current simulations agree well
with the previous predictions and the measurement of thermal conductivity along silicon
thin films and along silicon nanowires of widths greater than 22 nm. This study confirms
that the dispersion curves and relaxation times of bulk silicon are not appropriate to
model phonon propagation along silicon nanowires of 22 nm width.
�DOI: 10.1115/1.2897925�

Keywords: Monte Carlo simulation, steady-state regime, phonon transport, relaxation
time, thermal conductivity, silicon nanowire, silicon thin film
Introduction
This past decade, energy transport in submicron materials has

ttracted much attention due to the rapid development of micro-
nd nanotechnologies. Heat conduction by phonons is one of the
ost important heat transfer modes in dielectric and semiconduc-

or nanostructures. When the characteristic size of such materials
s comparable to or smaller than the phonon mean free path, pho-
on transport can be significantly influenced by size effects; there-
ore, the macroscopic heat conduction model, known as Fourier’s
aw, breaks down. In such a situation, a more rigorous treatment
f phonon transport must be performed.

It is commonly accepted that phonon transport can be modeled
ell by the Boltzmann transport equation �BTE�, expressed here-

fter in terms of the phonon distribution function, n�t ,s ,� , p�, of a
olarization mode p in the wave vector state � and space vector s
nd at time t. In the absence of external fields, the BTE can be
educed to �1,2�

�n

�t
+ vg · �n = ��n/�t�coll �1�

here vg is the phonon group velocity vector. The terms in the
eft-hand side of Eq. �1� correspond to the total time rate of

1Corresponding author.
Contributed by the Heat Transfer Division of ASME for publication in the JOUR-

AL OF HEAT TRANSFER. Manuscript received February 12, 2007; final manuscript
eceived June 4, 2007; published online May 20, 2008. Review conducted by Suresh

. Garimella.

ournal of Heat Transfer Copyright © 20
change of n and the diffusion in geometric space due to the pho-
non group velocity vg, while the right-hand side represents the
rate of change of n due to scattering to other wave vectors and
polarizations �2,3�.

In a three-dimensional space, Eq. �1� is a function of several
independent variables, such as the time, the three space variables,
the three wave vector variables, and the polarization modes. In
addition, the collision �or scattering� term, ��n /�t�coll, is a nonlin-
ear function of wave vectors. Therefore, the resolution of Eq. �1�
is a very complicated task and is not convenient for engineering
problems. To overcome this difficulty, the relaxation time approxi-
mation �RTA�, which consists of linearizing the scattering term
��n /�t�coll, has been commonly used �2�. In literature, different
resolution methods of the BTE under the RTA have been sug-
gested. Among these are the discrete ordinate method �4–6�, the
�unstructured modified� finite-volume method �7,8�, the method of
characteristics �9�, and the Monte Carlo method �10–12�. A review
concerning the advantages and the drawbacks of each method is
recently reported by Pilon and Katika �9�. To our knowledge, the
Monte Carlo simulations can be identified as the most powerful
technique that enables us to better describe most of the physics of
phonons and to handle complex problems in terms of geometrical,
spatial, and directional dependency without significantly increas-
ing the complexity of the formulation. In the past, the Monte
Carlo method has attracted less attention due to the cost of com-
putation time. However, thanks to the rapid development of high
speed computers, such simulation can be performed nowadays

with reasonable computation time and satisfactory accuracy.

JULY 2008, Vol. 130 / 072404-108 by ASME
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The current study aims at proposing a new Monte Carlo algo-
ithm for modeling the steady-state phonon transport regime in
ubmicron semiconductors. This alternative approach does not
uestion the validity of the conventional transient Monte Carlo
imulations �11,12� but enriches the comprehension of the steady-
tate nature of phonon transport and could reduce the cost of
omputation according to the following reasons.

�i� One common modeling approach is to neglect optical
phonons due to their low group velocities and assumes
that acoustic phonons are the main heat carriers. Concern-
ing the thermal conductivity simulations, this assumption
is generally valid. However, under certain conditions, op-
tical phonons can influence heat conduction �3,7,13�. For
example, optical phonons can alter the time scale of the
simulation because they cannot be propagated but can be
divided into acoustic phonons. Therefore, the time accu-
racy of previous transient methods that do not account for
optical modes could be questionable �3,7,13,14�. As the
current method is based on a timeless algorithm, it there-
fore allows us to properly acknowledge the steady-state
nature of phonon transport through nanostructured materi-
als.

�ii� In transient Monte Carlo methods, the characteristics �e.g.,
frequencies, wave vectors, polarization modes, and loca-
tions� of every phonon are stored while they are not ab-
sorbed. This data storage can last several time steps; there-
fore, the transient algorithms become very memory
demanding and require computers with high capacity stor-
age. In this work, the algorithm consisting in tracking
phonons one by one is developed, as will be detailed later,
so that there is no storage limitation. In addition, as we
will show later, the proposed scheme requires few itera-
tions on the temperature field to achieve convergence.
Thus, we think that the current algorithm can run faster
compared to transient Monte Carlo simulations in some
cases.

The first part of this paper focuses on the theoretical back-
round. The second part describes the Monte Carlo algorithm for
teady-state phonon transport. The third part concerns the numeri-
al scheme verification in both ballistic and diffusive transport
egimes, followed by an examination of its capability to model the
oundary and impurity scattering on the phonon transport. The
ourth part focuses on the prediction of thermal conductivity along
ilicon thin films and nanowires over the temperature range of
0–300 K. The simulation results are compared with previous
redictions and experimental data �12,15–17�.

Theoretical Background

2.1 Phonons and Crystal Energies. Under the influence of
emperature, crystal atoms oscillate around their equilibrium po-
itions. The oscillation of atoms results in vibration waves called
phonons,” which carry energy. Similar to wavelike particles, a
honon is characterized by an angular frequency �, polarization
ode p, and group velocity vg. A phonon energy is equal to ��,
here �=1.054�10−34 J s / rad is the Planck constant divided by
�. For a vibrating crystal, its energy U, excluding the zero point
nergy, can be expressed as �1,19�

U = �
p
�

�

�n���D��,p�d� �2�

n Eq. �2�, the summation is performed over all polarization
odes, while the integral is performed over the frequency space;
�� , p� is the density of states �DOS� and can be expressed as
20�
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D��,p� = V
�2

2�2vg��,p�
= V

�2

2�2vg��,p�vp
2��,p�

�3�

where vp=� /� is the phase velocity, vg�� , p�=�� /�� the group
velocity, and V the crystal volume. �n� is the average number of
phonons that occupy the vibration state of wave vector �.
Phonons obey the Bose–Einstein statistical distribution; therefore,
the average number of phonons �n� at an equilibrium temperature
T is given by �2,19�

�n��,T�� =
1

exp���/kBT� − 1
�4�

where kB=1.38�10−23 J K−1 is the Boltzmann constant.
The spectral phonon energy �per unit volume� of polarization p

and frequency � at equilibrium can be expressed as

u�,p = �n��,T����Ḋ��,p� �5�

where Ḋ�� , p� refers to the DOS per unit volume.

2.2 Energies Emitted Per Unit Time From Surface and
Volume Elements. Most thermal engineers are familiar with the
concept of photons, which has many conceptual similarities with
phonons; therefore, it is useful to treat phonons in the same man-
ner as photons.

The analogy with Planck’s law of blackbody radiation �21� al-
lows us to express the equilibrium phonon intensity I�,p

0 of fre-
quency � and polarization p at temperature T as follows:

I�,p
0 =

u�,pvg��,p�
4�

=
1

4�
vg��,p��n��,T����Ḋ��,p� �6�

The intensity given by Eq. �6� differs from that previously defined
by Majumdar �1,4� by the presence of the factor 1 / �4��; here, it
refers to the phonon energy emitted per unit time per unit area per
unit solid angle per unit frequency interval.

�i� Using Eq. �6�, the phonon energy emitted per unit time
from a surface A at temperature Tb over a hemisphere,
hereafter referred to as “the emitted phonon flux,” is

Q+ = A�
2�
	�

p
�

�

I�,p
0 d�
cos �d�

=
A

4 �
p
�

�

vg��,p��n��,Tb����Ḋ��,p�d� �7�

where d�=sin �d�d� is the unit solid angle in which �
and � are the polar and azimuth angles characterizing the
intensity direction. The superscript “	” denotes that the
phonons leave the surface element. The subscript b refers
to the temperature of a surface element.

�ii� Using Eq. �6�, the phonon energy emitted per unit time
from a volume V at temperature T is

G+ = V�
4�
	�

p
�

�

K��,p,T�I�,p
0 d�
d�

= V�
p
�

�


3ph
−1 ��,p,T��n��,T����Ḋ��,p�d� �8�

with 1 /K�� , p ,T�=vg�� , p�
3ph�� , p ,T�, in which 
3ph re-
fers to the average time after which there is an emission or
an absorption of phonon�s�. 
3ph is called “three-phonon
relaxation time” �19�, which will be detailed later.

For solid crystals containing two atoms per primitive cell, there
are three optical and three acoustic polarizations �19�. Since opti-
cal phonons have low velocity, their contribution to the steady-

state heat transport is very little. In our simulations, the summa-
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ions in Eqs. �7� and �8� are performed only over the acoustic
odes: one longitudinal, LA, and two transverses, TA1 and TA2.
he phonon wave number �, polarization p, and frequency � are
onnected by the “dispersion relations.” In this study, the disper-
ion relations are obtained from the “Brillouin zone boundary
ondition” �BZBC� model recently suggested by Chung et al. for
ermanium �20�. For the LA polarization mode, the dispersion
elation is

���*,LA� = vg�0,LA��m�* + ��m�LA� − vg�0,LA��m��*2 �9�
hile those corresponding to TA1 and TA2 polarization modes are

���*,p� = vg�0,p��m�* + �3�m�p� − 2vg�0,p��m��*2

+ �vg�0,p� − 2�m�p���*3, p = TA1,TA2 �10�

here �m=2� /a is the wave number at the first Brillouin zone �a
s the lattice parameter�, �*=� /�m is a reduced wave number,
g�0, p� is the group velocity of polarization p at low frequency

imit ��→0�, and �m�p� is the cutoff frequency of polarization p
orresponding to �=�m. For each polarization mode p, vg�0, p�
nd �m�p� can be deduced from the experimental data of disper-
ion curves. Figure 1 shows a close match between the experi-
ental dispersion curves of silicon in the �001� wave vector di-

ection measured at room temperature �22� and the curves
esulting from the BZBC relations �Eqs. �9� and �10��. Note that
he TA1 and TA2 branches, hereafter referred to as TA, are iden-
ical for both experimental and BZBC curves.

Monte Carlo Algorithm for Steady-State Phonon
ransport Regime

3.1 Assumptions. In this study we present the following as-
umptions.

�i� Phonons are considered to be only the heat carriers. In
fact, dielectric materials and semiconductors have low
electron density; therefore, the contribution of electrons to
the heat transport can be neglected.

�ii� The phonon dispersion curves and relaxation rates of
dense crystals are used because most of the material di-
mensions are greater than the critical sizes beyond which
they break down due to phonon confinement. Note that
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ig. 1 Comparison between the acoustic phonon dispersion
urves measured at room temperature and in the wave vector
irection †001‡ †22‡ and those obtained from the BZBC rela-
ions. TA1 and TA2 means that these polarization branches are
verlapping.
previous investigations have shown that confinement is

ournal of Heat Transfer
not significant in silicon thin films of thicknesses greater
then or equal to 20 nm and in silicon nanowires of sizes
greater than 22 nm �12,16,18,23�.

�iii� Phonons are treated as massless particles by neglecting the
interference of phonon waves. This assumption is valid as
long as the smallest material dimension is greater than the
phonon wavelength � or the phonon coherence length
�24�. For silicon, the dominant wavelength � at room tem-
perature is between 1 nm and 2 nm, while the smallest
material dimension is about several nanometers
�11,12,15–18,23�.

3.2 Description of the Steady-State Monte Carlo
Algorithm. Solving the steady-state energy transfer problem by
using the Monte Carlo algorithm implies tracing the history of a
statistically meaningful random sample of heat carriers from their
points of emission to their points of absorption. The steady-state
Monte Carlo algorithm is a timeless algorithm that is well devel-
oped for radiative heat transfer in semitransparent media as re-
ported in standard textbooks �21,25�, whereas this is its first de-
velopment for submicron scale heat conduction. Due to some
differences between the physics of photons and phonons, it is not
appropriate to entirely apply the Monte Carlo algorithm for
steady-state radiative heat transfer to model the phonon transport.
The following changes need to be addressed.

�i� Each phonon sample contains a constant phonon number
of frequency-dependent energy instead of a frequency-
dependent phonon number of constant energy, as is the
case in the radiative heat transfer Monte Carlo simulations
�21,25�.

�ii� Polarized phonons are considered due to the transition of
polarization mode during the phonon-phonon interaction
process �2�.

�iii� A group velocity is assigned to each sample of phonon
depending on its frequency and its polarization due to the
nonlinear and polarization-dependent dispersion curves.

�iv� A new scheme to treat the phonon-phonon scattering pro-
cess is implemented to ensure the energy conservation
during this process. In fact, in the Monte Carlo simulations
of radiative heat transfer �21,25�, when a photon packet is
absorbed, a new packet of equal energy is reemitted. Since
each phonon has frequency-dependent energy according to
�i�, this collision scheme allows us to conserve the phonon
number but not the phonon energy.

First of all, the material is discretized into Ncell three-
dimensional cells �the case of a parallelepiped bin is considered to
simplify�. For each cell, an arbitrary temperature T, which still has
to be determined, is assigned. The size of cells is chosen to be
smaller than the phonon mean free path. We will justify this
choice later. We designate the sides of cells that separate the ma-
terial from the surrounding medium by boundaries. Some of these
boundaries �where Nbw is their number� have prescribed tempera-
tures and, therefore, can emit phonons. The phonon flux emitted
from each one of the Nbw boundaries �Eq. �7�� is divided into a
very large number of samples. Then, the following three steps
constituting the heart of the current Monte Carlo algorithm are
performed.

�1� For each phonon sample, random position, direction, fre-
quency, and polarization are assigned. Then, the method
consists of tracking one by one the samples emitted from
Nbw boundaries. A phonon moves according to a drift mo-
tion, while its direction is altered when it interacts with
material imperfection �e.g., defect or impurity� or is re-
flected by a boundary. The track of a phonon is stopped
when it is absorbed at an absorbing element �boundary or
cell�. Each time a phonon is absorbed, the energy of the

absorbing element is incremented by the phonon energy.

JULY 2008, Vol. 130 / 072404-3
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After tracking all samples emitted from Nbw boundaries, the
energy absorbed �per unit time� at each element i, denoted
by Qi

− for the boundary and Gi
− for the cell, is computed.

The superscript “�” indicates that the phonons arrive at the
element.

�2� From each cell i, a certain number of phonons are emitted
so that the cell emitted energy, denoted by Gi

+, is equal to
the cell absorbed energy Gi

−. These newly emitted phonons
are tracked again one by one until they are all absorbed
according to the reasons mentioned in step �1�. After this
phonon tracking, the energies absorbed at cells and walls
only during this step, hereafter referred to as “energies ab-
sorbed step by step” are computed.

�3� While the energies absorbed step by step at cells and walls
are greater than zero, they are added to the absorbed ener-
gies �Q− for walls and G− for cells�, and the algorithm goes
back to step �2�. Since the phonons absorbed at boundaries
are not reintroduced, the total phonon number in the studied
system decreases step by step and becomes equal to zero
after a certain number of steps. In terms of energy, the
energies absorbed step by step at cells and walls change
with the simulation step and decrease up to zero after a
certain number of steps. The necessary information, such as
the cell equivalent temperatures and the net energy fluxes
crossing the material, are extracted from the absorbed and
emitted energies �Q−, Q+, G−, and G+�.

As the initial cell temperatures are unknown, the frequency
istribution of phonons in the cells is not correct. Therefore, itera-
ion on the temperatures is required until the temperature profile is
table. This consists of repeating steps �1�–�3� using the latest
omputed temperatures as initial temperatures. The different
imulation steps are summarized by the flowchart reported in Fig.
. In the following sections, only some important points for the
eaders are detailed.

3.2.1 Initialization. In this study, the case of black and adia-
atic boundary conditions is considered. Black boundaries are
bsorbing/emitting walls and their temperatures are prescribed,
hile adiabatic boundaries are reflecting walls, which are charac-

erized by a specular probability parameter d varying between 0
nd 1. The values d=0 and d=1 correspond to isotropic and
pecular reflections, respectively. More details concerning these
ypes of boundary can be found in the Mazumder and Majumdar’s
aper �11�.

The simulation is started with false temperatures since the tem-
eratures of cells are unknown. The choice of initial cell tempera-
ures is arbitrary, and the simulation results are shown to be inde-
endent of it. In this study, the initial cell temperatures are taken
qual to the lowest boundary temperature.

The number of phonons emitted per unit time, N+, from a black
all of area A at temperature Tb can be deduced from Eq. �7� by
mitting the energy per phonon mode ��,

N+ =
A

4 �
p

�
i=1

mp

vg��i,p��n��i,Tb��Ḋ��i,p�� �11�

n Eq. �11�, the integral over the frequency space is substituted for
discrete sum where mp is the spectral band number with a uni-

orm bandwidth �. The band number for LA polarization modes
s taken equal to mLA=500, while that for TA polarization modes

TA is deduced from the relation �m�TA�=mTA�, knowing the
utoff frequency of TA branch �m�TA� and the bandwidth �.
hese band numbers are chosen to better take into account all
etails of the phonon spectrum without much increasing the com-
utation time.

From Eq. �11� the number of phonons emitted per unit time
ithin the spectral range ��i ,�i+�� from the same surface can

e deduced,

72404-4 / Vol. 130, JULY 2008
N+��i� =
A

4 �
p

vg��i,p��n��i,Tb��Ḋ��i,p�� �12�

Note that N+ and N+��� are generally very large numbers, and
their simulation is time consuming. In practice, only reasonable
phonon numbers NS

+ and NS
+��� are simulated. They can be con-

nected to N+ and N+��� by a sort of time step t given by

t = NS
+/N+ = NS

+���/N+��� �13�

Thus, by simulating the NS
+ phonons, each phonon sample has an

energy per unit time equal to �� /t.
Now, let Tb,H be the highest boundary temperature and NS

+ be
the phonon number emitted from the boundary of temperature
Tb,H �NS

+ is fixed by the user�. The phonon number emitted from
the jth boundary of temperature Tb,j is deduced from

NS,j
+ = tN+�Tb,j�, j = 1,Nbw �14�

3.2.2 Phonon Creation

3.2.2.1 Location. Considering that the black boundaries are
isothermal, the phonon location can be drawn randomly over the
surface. Concerning the emission of phonons from a cell, it results
from the phonon-phonon scattering; therefore, the locations of
absorbed phonons at each cell should be stored and used as posi-
tions of phonons to be created. This procedure is usually adopted
in the previous transient Monte Carlo algorithms. However, it is

Yes

 Initialize temperatures

 Compute phonon numbers to

be emitted from boundaries

At each cell, is the

emitted-energy equal to

the absorbed-energy?

Yes

No

 Track the phonon until it is absorbed

 Increment the energy absorbed by the

absorbing element (cell or wall)

Create a phonon from the cell

Are all phonons emitted

from boundaries tracked?

Yes

No

No

Compute cell temperatures

and the net phonon fluxes

At each cell, is the

energy absorbed step by

step equal to zero?

 Create a phonon from a boundary

 Increment the energy emitted from

the boundary

Track the phonon until it is absorbed

Increment the energy

absorbed step by step at the
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Increment the cell and wall

absorbed-energies by those

absorbed step by step
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Fig. 2 Monte Carlo flowchart for steady-state microscale pho-
non transport
clear that when the number of phonon-phonon scattering events
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ithin a cell and the number of cells become important, such
torage procedure becomes very memory-demanding and requires
high-capacity storage computer. To overcome this difficulty, the
asic idea is to reset the locations of absorbed phonons within
ach cell and to pick random positions within this cell. To avoid
xcessive approximations, the cell sizes must be smaller enough
han the material dimension. A practice criterion is to choose the
ell sizes smaller than the mean free path of heat carriers. The
rocedures to select random positions within a three-dimensional
in and over a surface element can be found in references
10,11,21,25�; therefore, they are not described here anymore.

3.2.2.2 Frequency and polarization. The procedures to select
andom frequency and polarization are similar as those described
lsewhere �11�, but the governing equations are slightly different
ecause here they depend on where the phonon is emitted.

Emission from a boundary. The probability to find a frequency
maller than � j is described by the cumulative probability distri-
ution function, denoted by F���, expressed in terms of N+���
nd N+,

F�� j� =
1

N+�
i=1

j

N+��i� �15�

hus, the actual phonon frequency � j is deduced from the relation
�� j�=�, where � is a random number between 0 and 1. Knowing

he frequency, the probability to find a longitudinal mode of fre-
uency � j is

P�LA� =
A

4

vg�� j,LA��n�� j,Tb��Ḋ�� j,LA��

N+�� j�
�16�

ow, the probability P�LA� is compared to a new random number
. If P�LA� is greater than �, the phonon polarization p is LA,
lse, p=TA. In Eq. �16�, Tb refers to the boundary temperature
nd A is the boundary surface.

Emission from a cell. The phonon frequency � and polarization
are determined in a similar manner as before, except that in Eqs.

15� and �16�, N+�� j� and N+ are substituted for the phonon num-
er emitted per unit time from a volume V, denoted by M+, and
he phonon number emitted per unit time within the frequency
nterval �� j ,� j +�� from the same volume, denoted by M+�� j�,
uch as

M+ = V�
p

�
j=1

mp


3ph
−1 �� j,p,T��n�� j,T��Ḋ�� j,p�� �17�

nd

M+�� j� = V�
p


3ph
−1 �� j,p,T��n�� j,T��Ḋ�� j,p�� �18�

ere, T refers to the cell temperature. Instead of Eq. �16�, the
robability to find a longitudinal phonon of frequency � j is

P�LA� = V

3ph

−1 �� j,LA,T��n�� j,T��Ḋ�� j,LA��

M+�� j�
�19�

ote that Eqs. �17�–�19� differ from Mazumder and Majumdar’s
nes by the presence of the three-phonon relaxation rate 1 /
3ph.

3.2.2.3 Wave vector. Once the frequency and polarization of
he phonon are known, the wave number � and the velocities vp
nd vg can be deduced from the dispersion relations �Eqs. �9� and
10��. The relations determining the wave vector direction can be
ecovered from literature �11�.

3.2.3 Phonon Tracking. Each time a phonon sample is created
t the jth cell, the energy emitted �per unit time� from this cell is
ncremented by the phonon energy, i.e.,

G+ = G+ + ��/t �20�
j j

ournal of Heat Transfer
3.2.3.1 Point of interaction. When a phonon travels within a
material, it can strike a boundary or undergo a volume scattering,
e.g., scattering by impurities, defects, or phonons. Let us consider
a phonon at the vector position s, propagating along the vector
direction �. Let �bd be the distance between the phonon and the
nearest boundary and �vol be the distance between the phonon and
the nearest scatterer in the volume. The distance up to the next
interaction is the shortest path between �bd and �vol. Thus, the
new point of interaction, denoted by snew, is defined by

snew = s + min��–bd,�–vol�� �21�

The distance �bd is determined knowing the position of the pho-
non and that of boundaries, while �vol is calculated from the fol-
lowing conventional relation �21,25�:

�–vol = � ln�1/�� �22�

where �=vg
eff refers to the effective mean free path in which 
eff
is the effective relaxation time defined later. � is a random number
chosen between 0 and 1.

3.2.3.2 Scattering. When a phonon reaches a black wall, the
energy absorbed �per unit time� at this wall is incremented by the
incident phonon energy. In this case, the track of the phonon is
stopped. When a phonon interacts with an adiabatic wall, its en-
ergy is conserved, but its direction is altered either specularly or
diffusely and the phonon continues its path. The procedures to
determine the type of reflection and to select the direction after
reflection can be found elsewhere �11� and are not given here
anymore.

When the phonon scatters inside the volume, a test to determine
the type of interaction is required. In this study, the most impor-
tant sources of phonon scattering in dielectric crystals are consid-
ered. Among these are defects �or dislocations�, impurities, and
phonons.

�i� The scattering by defects, dislocations, or impurities is
characterized by a relaxation time according to �26�


I
−1 = ����vg� �23�

where � is a constant of the order of unity, � is the impu-
rity �or defect� density per unit volume, and � is the scat-
tering cross section defined by

� = �r2	 �4

�4 + 1

 �24�

in which �=r��� is the scatterer size parameter �27� and r
is the atomic radius of the impurity �or defect radius�.
When the parameters �, �, and � are not well known and
the impurities �or defects� are small compared to the pho-
non wavelength, i.e., ��1, the relaxation time 
I is pro-
portional to 1 /�4 and, in practice, Eq. �23� is substituted
for


I
−1��,p� = BI�

4, p = LA,TA �25�

where BI is called an “impurity relaxation time param-
eter.” Usually, BI is determined from a fit between model-
ing and measurement of thermal conductivity of dense ma-
terials �20,28�. In addition, Chung et al. �20� showed that
the BI parameter is sensitive to the model of dispersion
curves and suggested to determine it for each model of
dispersion curves. According to Eq. �23�, BI is also pro-
portional to vg�� , p�, but Holland �28� assumed that it is
proportional to vs �where vs is the average group velocity
of LA and TA branches at low frequencies�. In this study,
a more refined consideration of BI is performed. This con-
sists in separating the cases of longitudinal �LA� and trans-
verse modes �TA�, and the cases of low ����1/2� and

high frequencies ����1/2�. �1/2 is the frequency of the

JULY 2008, Vol. 130 / 072404-5
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TA mode corresponding to �*=� /�m=0.5. In this manner,
BI is identical to Holland’s parameter for low frequencies
but slightly different for high frequencies LA and TA
modes, as reported in Table 1.

�ii� In dielectic or semiconductor materials, the three-phonon
scattering, known as Umklapp �U� and Normal processes
�N�, are the main source of the scattering by phonons.
These processes are well detailed in the solid physics text-
books �2,19� and not recapitulated here. The three-phonon
relaxation times are commonly used to characterize the
phonon-phonon scattering. Rigorous formulations about
them can be found in Refs. �2,28–31�, but in the follow-
ing, the most useful relations are used �28�.

For the N process,


N
−1�p,�,T� = �B3ph�p��2T3, p = LA

B3ph�p��T4, p = TA and � � �1/2

0, p = TA and � � �1/2

�26�

For the U process,


U
−1�p,�,T�

= �B3ph�p��2T3, p = LA

0, p = TA and � � �1/2

B3ph�p��2 sinh���/kBT� , p = TA and � � �1/2


�27�

The coefficients B3ph�p� are “the three-phonon relaxation
time parameters.” They can be determined in a similar
manner as BI, i.e., by a fitting procedure. The identified
values of B3ph�p� parameters based on the BZBC disper-
sion curves of silicon are reported in Table 1.

By using Eqs. �25�–�27�, the effective relaxation time 
eff can
e defined by

1


eff
=

1


I
+

1


3ph
�28�

here 
3ph
−1 =
N

−1+
U
−1 refers to the inverse of the average time after

hich there is a three-phonon scattering. Now, the test to decide
he type of the scattering is implemented as follows: First, the
robability of scattering due to impurities or defects, namely, �,
s calculated,

� =

eff


I
�29�

hen, a new random number � is drawn and compared to �. If
��, the phonon scatters by an impurity; therefore, a new ran-

Table 1 Scattering relaxation time parameters

arameter BI
olarization mode

Impurity and defect scattering

UnitFrequency ���1/2 Frequency ���1/2

A 1.32�10−45 6.22�10−46 s−3

A 2.64�10−46

arameter B3ph
olarization mode

Three-phonon scattering

Frequency ���1/2 Frequency ���1/2

A 2.0�10−24 8.03�10−25 s K3

A N process 9.3�10−13 — K3

A U process — 7.4�10−19 s
om direction is assigned assuming an isotropic distribution �11�,

72404-6 / Vol. 130, JULY 2008
and the phonon continues its path. Else, the phonon is absorbed
due to the three-phonon scattering, and the track of its path is
stopped. Each time a phonon is absorbed in a cell, the cell ab-
sorbed energy is updated.

3.2.4 Steady-State Regime. The net phonon flux at the ith
absorbing/emitting wall, Qi, is the difference between the flux
absorbed Qi

− and that emitted Qi
+,

Qi = Qi
− − Qi

+, i = 1 to Nbw �30�

where Nbw is the number of absorbing/emitting walls. At a steady-
state regime, the net fluxes are constant. In the current Monte
Carlo method, this regime takes place when the energy absorbed
in each cell becomes constant. In practice, we assume that the
absorbed energy is constant when its step by step variation is
equal to or less than a tolerance energy equal to ��m,TA /t where,
�m,TA is the frequency of the transverse mode at the first Brillouin
zone.

To illustrate the energy propagation through the material as a
function of the Monte Carlo steps, let us analyze heat conduction
across a simple one-dimensional pure silicon film of thickness Z
=60 nm. The geometry used in all simulations is a parallelepiped
box of Z length and X�Y cross section. The hot boundary at the
abscissa z=0 is maintained at Tb,H=500 K, while the cold bound-
ary at the abscissa z=Z is maintained at Tb,C=250 K. The four
other sides of the box are assumed specular �d=1� to mimic the
one-dimensional heat transfer condition. The film thickness is sub-
divided into 20 juxtaposed parallel cells. The initial cell tempera-
tures are taken equal to 250 K.

For a single temperature iteration, the variation of the energies
absorbed �per unit time� per unit volume at cells at the abscissas
z /Z=0, z /Z=0.5, and z /Z=1 as a function of the Monte Carlo
step is shown in Fig. 3. It can be noted that the energies absorbed
at the considered cells increase as the number of steps increases;
these energies become constant after a certain number of steps. To
understand why these absorbed energies become constant at large
simulation steps, the variation of the normalized energies ab-
sorbed step by step at the same cells as a function of the simula-
tion step is depicted in Fig. 4. The normalization consists in di-
viding the energy absorbed step by step at a cell by the sum over
steps of the energy absorbed in this cell. We can see that at the
beginning of the simulation, the cells at the boundaries absorb
more phonons than the cell at the center of the film. During the
first steps, the energies absorbed step by step at the bounding cells
decrease rapidly, while that at the central cell continues to increase
due to the phonons coming from the neighboring cells. As the
number of steps increases, the energies absorbed step by step de-
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crease up to the tolerance energy since every phonon reaching

Transactions of the ASME



a
g
s

F
s
f

F
f
s

J

bsorbing walls is not reintroduced. The fluctuation of the ener-
ies absorbed step by step at large simulation steps is due to the
mall number of samples absorbed at these cells.

The variation of the absolute net phonon fluxes per unit surface
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sued from the first three iterations
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at the hot and cold boundaries as a function of the simulation step,
for a single temperature iteration, is plotted in Fig. 5. It can be
seen that when the number of steps increases, the net fluxes per
unit surface decrease and become constant at the same simulation
step at which the energies absorbed at cells are constant �see Fig.
3�. In Fig. 5, the plot of absolute values explains the abrupt
change of the net flux at the cold boundary when this boundary
begins to absorb more phonons than it emitted.

In micro- and nanoscale systems, the nonequilibrium nature of
the phonon transport prevails; therefore, the concept of tempera-
ture breaks down. However, a pseudotemperature can be intro-
duced to represent the energy of a spatial bin �10,11�. The
pseudotemperature of the jth cell, denoted as Tj, can be related to
the energy emitted �per unit time� from this cell by Eq. �8�. There-
fore, knowing the energy absorbed at this cell at a steady-state
regime, i.e., Gj

− �or the emitted energy Gj
+�, the pseudotemperature

Tj can be deduced from the following relation:

Gj
− = Vj�

p
�
i=1

mp


3ph
−1 ��i,p,Tj��n��i,Tj��Ḋ��i,p���i�, j = 1,Ncell

�31�

where Vj is the volume of the jth cell.

3.2.5 Convergence Test. Since scattering serves to bring the
system back to equilibrium; new phonons are selected from the
equilibrium distribution, which depends on temperature. As the
temperatures of cells are unknown at the beginning of the simu-
lation, the frequency distribution of phonons in cells is not correct.
To obtain the correct cell pseudotemperatures, a common tech-
nique used in steady-state heat transfer simulations is to perform
iteration on the temperature field. In our scheme, while the rela-
tive deviation between the cell pseudotemperatures issued from
successive iterations are greater than 0.1%, the entire simulation
�steps �1�–�3�� is repeated by taking the last computed cell tem-
peratures as initial temperatures.

To illustrate the evolution of the temperature profiles issued
from successive iterations, let us consider the studied case in Sec.
3.2.4. The results issued from the first three iterations are plotted
in Fig. 6. We can see that after two or three iterations, the results
become independent of the iteration number: The simulation con-
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ergence is reached. We have verified that this conclusion is in-
ependent of the initial cell temperatures, boundary temperatures,
nd film thickness, as shown in Fig. 8.

3.3 Statistical Errors and Computation Time. The statisti-
al errors are inherent in the Monte Carlo method. They depend
rimarily on the simulated sample number �NS

−� and the scattering
vents. The higher the simulated phonon number, the lower the
tatistical errors. The statistical errors are evaluated as follows:

hen the convergence on temperature is achieved, the simulation
s run five times. During each one, a different random number
eed is used. Thus, from the results issued from these five runs,
he standard deviations of the cell temperatures, denoted as
T,i=1,Ncell

, and the standard deviations of the net phonon fluxes,
enoted as �Q,i=1,Nbw

, were evaluated. In this study, the prescribed
honon number NS

− is chosen to ensure statistical errors on both
emperatures ��T,i=1,Ncell

� and net fluxes ��Q,i=1,Nbw
� less than 5%.

n this manner, we have found that for simulations with an aver-
ge temperature less than 150 K, a number of phonons per emit-
ing wall about 5�10+5 is sufficient to satisfy these accuracies,
hile a phonon number per emitting wall about 5�10+6 is re-
uired to achieve the same accuracies for simulations at higher
emperatures. As these phonon numbers are evaluated for silicon
lms, the same analysis should be performed for other materials.
Considering that the algorithm is well implemented, the com-

utation time depends on the desired accuracy, the Knudsen num-
er �Kn=� /Z�, and the computer. To give an idea concerning the
omputation time, a simulation of phonon transport across silicon
lm of thickness equal to 500 nm at room temperature is carried
ut. In this case, the value of Kn is about 0.5. A sample number
bout 5�10+6 per emitting boundary is considered to ensure un-
ertainties �T and �Q less than 5%. The simulation lasts 30 min
ith an Intel�R� Pentium�R� M, 1.73 GHz, 504 MO random ac-

ess memory �RAM� computer. Under the same conditions but
ncreasing the film thickness up to 10 �m �Kn�0.025�, the simu-
ation time increased up to 10 h. We can tell that for a fixed
honon number, the computation time is approximately propor-
ional to the inverse of the Knudsen number.

3.4 Numerical Scheme Verification. First, the current algo-
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400 nm at very low temperature
ithm is tested to reproduce the two limiting cases of phonon
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transport, such as the ballistic and diffusion regimes. Then, its
capability to model the boundary and impurity scattering mecha-
nisms is examined.

3.4.1 Ballistic Regime. The ballistic regime takes place when
the mean free path of phonons is larger than the material dimen-
sions. Thus, most phonons move from one end to the other end
without being scattered. To perform this test, let us consider the
famous phonon transport across a gallium arsenide film of thick-
ness Z=400 nm �9,11�. The BZBC relations �Eqs. �9� and �10��
are used to model the dispersion curves where experimental data
are retrieved from Waugh and Dolling �32�. The geometry �Fig. 7�
has Z=400 nm of length and X�Y =100�100 nm2 of cross sec-
tion. The boundaries at the abscissas z=0 and z=Z are black and
are maintained at Tb,H=20 K and Tb,C=10 K, respectively. The
remaining boundaries are considered specular �d=1�. The initial
cell temperatures are taken equal to 10 K. It is well known that
under these conditions, the Knudsen number is much larger than
10; therefore, the phonon transport is ballistic and is governed by
the Stefan–Boltzman law �4,21�. As a result, there are temperature
slips at boundaries, and the cell temperatures are constant and are
given by

Tj = �Tb,C
4 + Tb,11

4

2
�1/4

= 17.075 K, j = 1 to Ncell �32�

Figure 7 compares the current Monte Carlo results with the ana-
lytical solution �Eq. �32�� and the results reported in the literature
�11�. We can tell that the current scheme reproduces well the exact
solution because the maximum relative deviation remains smaller
than 1% compared to 2% obtained from the transient Monte Carlo
algorithm of Mazumder and Majumdar �11�.

3.4.2 Diffusion Regime. The second limit corresponds to the
diffusion regime during which most phonons undergo collisions
before reaching a boundary. This is the case when the mean free
path of phonons is much shorter than the material dimensions. Let
us consider that heat conduction across thick silicon films �Z
=6 �m� submits to a large temperature gradient. The same con-
figuration as in the ballistic regime test is considered, except that
the hot and cold boundary temperatures are maintained equal to
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aken equal to 250 K. Under these conditions, Kn�0.03; thus, the
iffusion regime prevails and there is no temperature slips at
oundaries anymore. In addition, the analytical solution of the
honon transport can be known as reported in Ref. �33�. The
omparison between the simulation results issued from the first
wo iterations and the analytical solution is shown in Fig. 8. We
an see again that only very few iterations are required to obtain
onvergence. Moreover, the simulated temperature profile agrees
ell with the exact solution. Note that the nonlinear behavior of

he temperature profile is due to the large temperature gradient,
nd, in this case, the thermal conductivity across the film is tem-
erature dependent �33�.

3.4.3 Impurity and Boundary Scattering. After an examination
f the two limiting regimes, we investigate the capability of the
urrent scheme to model the impurity and boundary scattering
echanisms. In the next, we are satisfied with performing only a
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qualitative analysis. First, the impurity scattering effect on the
phonon transport is investigated. We consider the phonon trans-
port across silicon film of thickness equal to Z=500 nm. The ends
of the film at abscissas z=0 and z=Z are maintained at Tb,H

=40 K and Tb,C=30 K, respectively, and the other four surfaces
are assumed specular. The mechanism of scattering by impurities
governing Eqs. �23� and �24� is activated. In these relations, the
constant � and the radius r are taken arbitrarily equal to 1 and
2.71�10−10 m, respectively. Four values of impurity density are
considered, such as �=0 �undoped film�, �=10+24 m−3, �
=10+25 m−3, and �=10+27 m−3. The simulated temperature pro-
files across the film are shown in Fig. 9. We can note that when
the impurity density increases, the temperature slips at boundaries
decrease; i.e., the phonon transport tends to the diffusion regime.
In fact, the scattering by impurities, that alter the phonon direc-
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ion, increase the phonon path between the two ends of film thus
ndirectly increase the phonon-phonon scattering events main re-
ponsible of the diffusion regime.

Next, we consider the same test as before by deactivating the
mpurity scattering form and activating the boundary scattering

echanism. The specular probability d of the top and bottom
alls, which are 100 nm distant from each other, are varied be-

ween 0 and 1. Figure 10 illustrates the studied configuration and
epicts the temperature fields corresponding to d=0, d=0.6, and
=1. It is shown that decreasing the specular probability increases

he temperature gradient across the film because the scattering by
he top and bottom walls and, indirectly, the phonon-phonon scat-
ering events are increased. These results are consistent with the
rior conclusion of Mazumder and Majumdar �11�. These exer-
ises show that the current numerical scheme is well suitable for
nalyzing steady-state heat conduction in micro- and nanostruc-
ures. In the next section, the method is applied to predict the
hermal conductivity of silicon structures, which have attracted

uch attention these past years.

3.5 Thermal Conductivity Prediction Along Silicon Thin
ilms and Silicon Nanowires. This past decade, the thermal con-
uctivity study along silicon thin films and nanowires has at-
racted great interest due to their crucial role in the development
f micro- and nanodevices �12,15–18,23�. Extensive measure-
ents and modeling of thermal conductivity along silicon thin
lms of different thicknesses have been performed by Asheghi et
l. �15� and Liu and Asheghi �16�. Experimental data are obtained
rom a Joule heating and electrical-resistance thermometry experi-
ent, while modeling results are issued from famous Holland’s
odel of bulk thermal conductivity �24� in which the effective

elaxation time of bulk materials is scaled by Sondheimer’s factor
34� aiming to account for phonon scattering by boundaries. The
urrent Monte Carlo scheme is applied to determine thermal con-
uctivity along silicon thin films of thickness equal to 20 nm,
00 nm, and 420 nm in the temperature range of 40–300 K. The
ollowing relation is used to deduce the thermal conductivity from
he simulation statistics:

k =
1

A
� Q

dT/dz
� �33�

here Q is the net heat flux transmitted along the film according
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o Eq. �30�. dT /dz is the temperature gradient along the film cal-
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culated using the cell temperatures. A is the cross section of the
simulation box, normal to the direction of the heat flux. In the
simulation, all scattering mechanisms described previously are
taken into account. The thin film is modeled, as illustrated in Fig.
11, where the associated dimensions are summarized in Table 2.
The temperatures of the left �Tb,H� and right walls �Tb,C� are fixed
with a constant temperature difference equal to 20 K. The top and
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Fig. 11 Thermal conductivity along silicon thin films „lines:
prediction from Refs. †15,16‡; square symbols: experimental
data from Refs. †15,16‡; circle symbols: Monte Carlo
simulation…

Table 2 Dimensions and boundary condition of studied silicon
thin films

Thin film dimensions

Z ��m�X �nm� Y ��m�

Sample �20 nm� 20 1 10
Sample �100 nm� 100 1 50
Sample �420 nm� 420 1 100
Boundary condition Diffuse Specular Absorbing
nle

bo
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ottom walls are considered diffuse �d=0�, as in Liu and Asheghi
16�. The two remaining surfaces are considered specular. The
elaxation time parameters of impurity and three-phonon scatter-
ng summarized in Table 1 are used. The average temperature of
he film associated with the computed thermal conductivity is
valuated from Eq. �32� if the ballistic regime prevails, else, from
n arithmetic mean of the boundary temperatures. Figure 11 com-
ares the current simulation results with experimental data and
redictions of Asheghi and co-workers �15,16�. We can see that:

�i� The thermal conductivity along the film decreases with
decreasing the film thickness because the scattering by
boundaries, which contribute to the increasing of thermal
resistance, are stronger for thinner than thicker films.

�ii� The simulation results agree well with prior modeling
and measurement data. The slight difference observed be-
tween both prediction methods can be attributed to the
statistical errors of the Monte Carlo method, estimated
about 5%.

The thermal conductivity of silicon nanowires has been mea-
ured by Li et al. �17� using analogous device as developed by
sheghi and co-workers �15,16�. The measurements were per-

ormed over a temperature range from 20 K to 320 K. Different
anowire sizes between 22 nm and 115 nm were analyzed. Re-
ently, Chen et al. �12� and Chantrenne et al. �18� reported thermal
onductivity predictions for the same silicon nanostructures. Chen
t al. �12� used a Monte Carlo simulation based on Mazumder and
ajumdar’s algorithm �11�, while Chantrenne et al. �18� used a

imilar analytical model as that developed by Asheghi et al. �15�.
sing the current method, the thermal conductivity along silicon
anowires of widths equal to 22 nm, 37 nm, and 115 nm and over
temperature range of 40–300 K is simulated. The geometry

sed in the simulation is illustrated in Fig. 12, while its dimen-
ions are reported in Table 3. According to the Mingo remark �23�,
iffuse boundary conditions �d=0� are applied along the nanowire
urfaces. The simulation results, the Monte Carlo prediction of
hen et al. �12�, and the available measurement of Li et al. �17�
re compared in Fig. 12. We can note the following.

�i� The current simulation predicts well the experimental
data for nanowires having sizes greater than 22 nm. The
deviation observed between both Monte Carlo results is
mainly due to the difference in the value of the boundary
scattering parameter d. In fact, Chen et al. �12� consid-
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ig. 12 Thermal conductivity along silicon nanowires „lines:
onte Carlo simulation from Ref. †12‡; square symbols: experi-
ental data from Ref. †17‡; circle symbols: current Monte Carlo

imulation…
ered partially diffuse boundaries with d=0.6, while we

ournal of Heat Transfer
have considered totally diffuse boundaries, i.e., d=0. It
can be shown that partially diffuse boundaries lead to
greater thermal conductivity than totally diffuse bound-
aries. Note that the current results are always smaller than
that of Chen et al. �12�, but the discrepancy is more no-
ticeable for the biggest wire, i.e., 115 nm.

�ii� The discrepancy between simulation results and experi-
mental data for 22 nm nanowire width is not yet well
understood. Different groups around the world have tried
to explain this discrepancy and are continuing but unsuc-
cessfully. Phonon confinement has been evoked as one of
the sources of this disagreement �12,23�. In fact, it is
suggested that the confinement of phonons and the corre-
sponding change in phonon dispersion curves and, there-
fore, the group velocity may lead to increase in phonon
scattering rates and, thus, drastic reduction in thermal
conductivity �35–37� for silicon nanowire of thickness on
the order of 10–20 nm. However, there could be other
reasons, such as the presence of a large number of de-
fects. To improve our simulation results, the phonon dis-
persion curves and relaxation rates associated with the
22 nm nanowire should be used instead of that of bulk
silicon to account for the confinement. As the current
paper is focused on the description and the validation of
the new method; this improvement is not done here.

4 Conclusion
A Monte Carlo method enabling one to model correctly the

steady-state phonon transport was presented. A novel algorithm to
track phonons one by one and to treat phonon-phonon scattering,
which accounts for the transition between the polarization modes
and the nongray treatment of phonon lifetimes, has been intro-
duced. First, the capability of the algorithm to capture the differ-
ent phonon transport regimes and to model each scattering mecha-
nism independent of others was examined. Then, it was applied to
predict thermal conductivity along silicon thin films and silicon
nanowires of different sizes and over a temperature range between
40 K and 300 K. The following conclusions can be drawn.

�i� The comparison of the simulation results with exact so-
lutions, prior predictions, and experimental data proves
the capability of the proposed method of modeling the
phonon transport in realistic micro- and nanostructures.

�ii� The proposed algorithm has been revealed to be less
memory demanding than transient Monte Carlo schemes.
Then, it will be more suitable for modeling of phonon
transport through complex materials such as materials,
containing nanoparticles and/or nanopores.

�iii� It was shown that this algorithm required only a few it-
erations to reach convergence. To reveal how much im-
provement the new algorithm can make in terms of con-
vergence speed over conventional transient Monte Carlo
algorithms, a benchmark will be conducted.

�iv� To better simulate energy transport in materials having

Table 3 Dimensions and boundary condition of studied silicon
nanowires

Nanowire dimensions
X=Y �nm� Z ��m�

Sample �22 nm� 22 5
Sample �37 nm� 37 10
Sample �115 nm� 115 20
Boundary condition Diffuse Absorbing
characteristic dimensions of several nanometers, future
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work will focus on the implementation of the phonon
dispersion curves and relaxation rates corresponding to
the nanostructure.

omenclature
A � boundary surface, m2

a � lattice parameter, m
B � phonon relaxation time parameter

D, Ḋ � density of states, density of states per unit
volume, s, s m−3

d � specular probability of boundary scattering
F � cumulative probability distribution function
G � phonon energy emitted/absorbed per unit

time from/at a volume element
I0 � phonon intensity at equilibrium,

J rad−1 m−2 sr−1

� � Planck constant divided by
2� ,1.054�10−34 J s

k � thermal conductivity, W m−1 K−1

kB � Boltzmann constant, 1.38�10−23 J K−1

Kn � Knudsen number
� � effective mean free path of phonon, m

LA � longitudinal acoustic polarization
mp � number of frequency bands of polarization

mode p
M � number of phonons emitted per unit time

from a volume element, phonons/s
N � number of phonons emitted per unit time

from a boundary, phonons/s
n � phonon distribution function

�n� � Bose–Einstein �or equilibrium� phonon dis-
tribution function

Nbw � number of black boundaries
Ncell � number of cells

p � polarization mode
P�p� � probability for phonons to have a polariza-

tion mode p
Q � phonon flux or energy emitted/absorbed per

unit time from/at a boundary, W
r � atomic radius of impurity �or defect radius�,

m
s � phonon position vector, m
T � temperature, K
t � time, s

TA, TA1, TA2 � transverse acoustic phonon modes
u � energy per unit volume, J m−3

U � energy, J
vg � phonon group velocity vector, s−1 m
vp � phonon phase velocity vector, s−1 m
V � volume of a cell, m3

X � material dimension along the x axis of a
Cartesian reference, m

Y � material dimension along the y axis of Car-
tesian reference, m

z � axis of a Cartesian reference oriented in the
direction of the heat flux

Z � material dimension along the z axis, m

reek Symbols
� � constant in the impurity relaxation time
� � defect size parameter
� � wave vector direction
t � time step, m

� � width of angular frequency band, s−1 rad
� � defects or impurity density, atoms/m3

� � azimuth angle, rad
−1
� � phonon wave vector, m

72404-12 / Vol. 130, JULY 2008
� � phonon wavelength, m
� � distance between the phonon and the next

scattering point, m
� � polar angle, rad
� � relative standard deviation

 � phonon relaxation time, s

� � defect and impurity scattering probability
� � phonon angular frequency, s−1 rad

�m�p� � cutoff angular frequency associated with the
polarization mode p, s−1 rad

� � solid angle, sr
� � random numbers between zero and unity

Subscripts
b � refers to boundary temperature

bd � refers to scattering by boundary
C � refers to cold boundary

coll � refers to collision or scattering
eff � refers to effective phonon relaxation time
H � refers to hot boundary
I � refers to scattering by impurities and

defects
m � refers to the wave number or frequency

value at the boundary of the first Brilloiun
zone

N � refers to the normal process
new � refers to the position vector at the interac-

tion point
p � refers to the polarization mode
Q � refers to the standard deviation on the net

flux
S � refers to the simulated phonon number
T � refers to the standard deviation on the

temperature
U � refers to the Umklapp process

vol � refers to volume scattering
� � refers to spectral quantity

1 /2 � refers to the frequency of the transverse
mode corresonding to the reduced wave
number �* =0.5

3ph � refers to three-phonon scattering

Superscripts
	 � refers to phonon emitted from an element
� � refers to phonon absorbed at an element
* � refers to reduced wave vector �*
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Numerical Experiments in
Turbulent Natural Convection
Using Two-Equation
Eddy-Viscosity Models
This work is focused on the simulation and prediction of turbulent natural convection
flows by means of two-equation eddy-viscosity models. In order to show the generality,
precision, and numerical issues related to these models under natural convection, three
different buoyancy-driven cavities have been simulated: a tall cavity with a 30:1 aspect
ratio, a cavity with a 5:1 aspect ratio, and, finally, a 4:1 aspect ratio cavity. All cases are
solved under moderate and/or transitional Rayleigh numbers (2.43�1010, 5�1010, and
1�1010, respectively) and all simulations are compared to experimental and/or direct
numerical simulation data available in literature. These different situations allow to
check the applicability of two-equation eddy-viscosity models in buoyancy-driven flows,
giving criteria on computational effort/precision and their physical behavior.
�DOI: 10.1115/1.2907432�
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Introduction
Turbulent flows, driven or affected by buoyancy, are an impor-

ant type of flows that arise in many engineering applications,
uch as heating, ventilating, and air conditioning �HVAC�, venti-
ated facades, electronic equipment, solar energy collectors, cool-
ng of nuclear reactors, material processing, etc. Heat transfer and
uid flow related to these cases are strongly affected by the tran-
ition point from laminar to turbulent flow and by the Rayleigh
umber.

Direct CFD solution of the Navier–Stokes equations demands
igh CPU-time requirements due to the unsteadiness and three-
imensional nature of turbulent situations. Consequently, direct
umerical simulations �DNS� �1� are only available, at the mo-
ent, in low-Rayleigh number and simple geometry cases. For
ore general situations, it is necessary to use other kinds of tools

o obtain numerical solutions in turbulent flows with a much lower
PU-time effort.
Among other types of models �1�, Reynolds averaged Navier–

tokes �RANS� techniques have been chosen in this work. RANS
echniques are based on a time-averaged filtering of the governing
quations. Historically, these models have been designed and fit-
ed under turbulent forced convection situations. Because of this,
ifferent researchers �Davidson �2,3�, Hanjalić �4–6�, Ince and
aunder �7�, etc.� have carried out an additional effort to enable

hese models to solve turbulent natural convection cases with a
elative precision and low computational cost.

Since there are a lot of industrial situations where information
n turbulent natural convection is required, the main objective of
his work is to show the possibilities of RANS two-equation eddy-
iscosity models as a tool to describe them. To achieve this task in
moderately high-Rayleigh number situations, different k-� and

-� models have been used.
These models allow to obtain numerical solutions in a relative

hort CPU time, with reasonably accurate results on different tur-

1Corresponding author.
Contributed by the Heat Transfer Division of ASME for publication in the JOUR-

AL OF HEAT TRANSFER. Manuscript received March 5, 2007; final manuscript re-
eived October 17, 2007; published online May 19, 2008. Review conducted by

autam Biswas.

ournal of Heat Transfer Copyright © 20
bulent buoyancy-driven differentially heated cavities with differ-
ent aspect ratios �30:1, 5:1, and 4:1� at different Rayleigh num-
bers, as shown henceforth.

The first cavity �also called tall cavity because of its high
height/width relation� presents a characteristical structure. This
flow is completely developed, i.e., hot and cold thermal boundary
layers interact and show a turbulent core and laminar sublayers
near the walls. The influence of the corners is negligible, and the
temperature field is strongly affected by convection. The second
case exhibits a different behavior. Because of the lower aspect
ratio, two different thermal boundary layers are developed, and
the lower part of the hot wall and the upper of the cold, e.g., the
core of the cavity, remain laminar. In this situation, the ability of
different models to describe the transition point will be an impor-
tant aspect to achieve credible predictions. This aspect is also
related to different problems, which affect the convergence and
asymptotic behavior of the results, as has been indicated in litera-
ture �2,8�. Finally, the third cavity, because of the even smaller
aspect ratio and the lower Rayleigh number, amplifies previous
perspective and brings clarity to the limiting skills and drawbacks
of RANS models to predict turbulent natural convection.

2 Mathematical Models
Different two-equation eddy-viscosity models have been tested

to predict fluid flow and heat transfer in turbulent natural convec-
tion cavities. As it is well known, such kind of models are de-
signed over a time-averaged Navier–Stokes set of equations
�RANS�. The models use the “eddy” viscosity as an intermediate
variable to model turbulent flow stresses and heat transfer. This
“intermediate” variable is obtained using two different turbulent
quantities: turbulent kinetic energy and a variable related to its
dissipation. Both variables are obtained from the resolution of
their own transport equation.

2.1 Governing Equations. The time-averaged governing
equations �continuity, momentum and energy� of the fluid flow
assuming fluid Newtonian behavior, constant thermophysical
properties, nonparticipant radiant medium and negligible heat fric-
tion, and influence of pressure on temperature are written in tensor

notation as

JULY 2008, Vol. 130 / 072501-108 by ASME
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� − �ui�uj� and qi = − �
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+ cp�ui�T�

s previously mentioned, as a consequence of the time-averaging
rocess of the Navier–Stokes equations, new terms have appeared
n momentum and energy equations. They are the Reynolds stress
ensor ��ui�uj�� and turbulent heat flux ��ui�T��. Using eddy-
iscosity models, these terms are modeled by analogy with the
tokes viscosity law and the Fourier heat conduction through the
ddy viscosity ��t�:

�ui�uj� = − �t� �ui

�xj
+

�uj

�xi
� +

2

3
�k	ij �4�

�ui�T� = −
�t


T

�T̄

�xi
�5�

2.2 Turbulence Models. Two-equation eddy-viscosity mod-
ls are based on the resolution of the turbulent viscosity ��t� by
eans of two different turbulent quantities: the turbulent kinetic

nergy �k� and another quantity related to its dissipation �e.g., the
issipation rate of turbulent kinetic energy ���, the specific turbu-
ent kinetic energy dissipation ���, the characteristic time of tur-
ulent kinetic energy dissipation ���, etc.�. In this paper, k-� and
-� models are employed. Both turbulent quantities are obtained
rom the resolution of their own transport equations: Eq. �6� for
he turbulent kinetic energy �k� and Eq. �7� for its dissipation rate
z=� or z=��. Hence, the additional set of equations that closes
he problem is

�
�k

�t
+ �ūi

�k

�xi
=

�

�xi
��� +

��


k
� �k

�xj
� + Pk − �k + Sk �6�

�
�z

�t
+ �ūi

�z

�xi
=

�

�xi
��� +

�t


z
� �z

�xj
� + Pz − �z + Sz �7�

�t = C�f��k1/2l �8�

here Pk=−�ui�uj���ui /�xj�, being the generation of turbulent ki-
etic energy due to the shear stress, which plays an important role
n combination with the generation/destruction of turbulent kinetic
nergy due to the buoyancy effects �Gk�, as explained in this
aper.

Table 1 Terms in turbulen

Term IL model GPC model

�k ���̃+D� ��
Sk Gk Gk

Pz c1Pk��̃ /k� c1f1Pk�� /k�
�z c2f2���̃2 /k� c2f1���2 /k�
Sz c1c3Gk��̃ /k�+E+YAP c1c3f1Gk�� /k�+ f1Y
As exposed, the turbulent or eddy viscosity is directly propor-

72501-2 / Vol. 130, JULY 2008
tional to both the square root of the turbulent kinetic energy �k1/2�
and the turbulent length scale �l�, which is given by l=k3/2 /� for
k-� models and by l=k1/2 /� for k-� models.

The high- and low-Reynolds number k-� models by Wilcox
�WX88 �9�, WX93 �10�� and by Peng–Davidson–Holmberg
�PDH+D� with Gk corrections �2� have been used in this work.
Among k-� models, the Ince–Launder �IL� model �7� and the
Goldberg–Peroomian–Chakravarthy �GPC� model �11� have been
employed. A summary of the terms used by these models is pre-
sented in Table 1.

The generic dissipative variable �z� adopts three different forms
depending on the model. GPC model �11� uses the standard dis-
sipation rate ���, while the IL model �7� uses the “corrected” dis-
sipation rate ��̃�. On the other hand, WX88 �9�, WX93 �10�, and
PDH+D �2� models employ the specific dissipation rate ���. The
corrected dissipation rate ��̃� is a numerical correction needed to
achieve a zero dissipation value at the wall ��̃w=0�. Consequently,
a D term in k-equation has to be added, which is the asymptotic
value of � at wall: D=2��k1/2 /�xj. Hence, for the IL model � at
wall is set to 0 while for the GPC model is set to �w=2�kp /yp

2

�being kp the turbulent kinetic energy of the first inner node and yp

the distance to the wall�. Finally, for the k-� models, �=6� /�yp
2

has been prescribed at the first inner node, as the value at the wall
is theoretically infinity �being yp the distance to the wall�.

Models constants and damping functions have not been here
included for brevity. They are clearly stated in original references:
Ref. �11� for the GPC model, Ref. �7� for the IL model, Ref. �9�
for the WX88 model, Ref. �10� for the WX93 model, and, finally,
Ref. �2� for the PDH+D model.

2.3 Buoyancy Effects. The treatment of the buoyancy term in
the turbulent transport equations needs to be especially observed,
since the behavior of turbulence models in natural convection is
strongly affected by this term. Table 2 indicates the different Gk
terms adopted for the models. Simple gradient diffusion hypoth-
esis �SGDH� has been adopted for GPC, WX88, and WX93 mod-
els in this work. Since these models were designed under forced
convection cases, present adaptation to natural convection flows
has been carried out using the simplest method. On the contrary,
IL and PDH+D models show specific treatments for buoyancy
term, while IL model uses the generalized gradient diffusion hy-

models used in this work

WX88 model WX93 model PDH+D model

C���k C�fk��k C�fk��k
Gk Gk Gk

c1Pk�� /k� c1f1Pk�� /k� c1f1Pk�� /k�
c2��2 c2��2 c2��2

— — C�

Table 2 Gk term for all models

Gk

IL model
−gj���−3

2

C�f�


T
k / �ui�uk�

�T

�xk
� �GGDH�

GPC/ WX88/ WX93 model
−gj���− �t


T

�T

�xj
� �SGDH�

PDH+D model
−gj��� �t


T

�T

�xj
���1−exp�� Rt

12�3���1+
10

Rt
3.25��

�SGDH+Damp. f.�
ce

AP
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othesis �GGDH� to account for temperature gradients, which are
rthogonal to the gravity vector. PDH+D applies the usual SGDH
dding a damping function, which improves numerical behavior
nd model accuracy in transitional natural induced flows. See de-
ails in Refs. �2,7�.

As it can be inferred from general formulation, current k-�
odels do not present any specific buoyancy term for �-equation.

n fact, this is in agreement with different authors, e.g., Markatos
t al. �12,13� �who stated there was evidence that buoyancy effect
hould be reflected only in the k-equation�, Heindel �14� �who
etected a negligible effect of constant c3�, or Peng and Davidson
2� �who directly fixed c3=0 for PDH+D model�. Additionally,
ifferent computations have been carried out by present work and
negligible effect of the c3 constant has been obtained for k-�
odels. On the contrary, for IL and GPC models, the use of c3
tanh 	u /v	 has been maintained, following suggestions made by
enkes �17� in order to achieve Rodi’s reasonings �18� �c3 should
e close to unity in the vertical boundary layer and close to 0 in
he horizontal boundary layer� �2�.

Numerical Aspects

3.1 Numerical Procedure. The set of governing partial dif-
erential equations �Eqs. �1�–�3� and Eqs. �6� and �7�� have been
olved using finite volume techniques. Two different structured
rids have been employed: staggered meshes �where velocities are
alculated on the control volume faces� and collocated meshes
where velocities are calculated on the control volume nodal
oints using the Rhie–Chow interpolation method�. Fully implicit
ime integration has been applied and a pressure based method of
he Semi-implicit method for pressure-linked equations �19�
SIMPLE� family is used to solve the velocity-pressure field cou-
ling. Central differences are employed for the evaluation of dif-
usion terms and convective terms are discretized by means of
PWIND and/or SMART schemes for all test cases. A multigrid

terative solver is used to solve the algebraic linear system of
quations. For k and � / �̃ or � equations, source terms have been
inearized in the usual form �19� to adding inconditional positive
alues avoiding numerical instabilities. All simulations have been
arried out using a pseudotransient iterative algorithm, applying
he highest time step, which has ensured convergence, which, gen-
rally, depends on the case and on the model. The coarsest grid of
0�10 CV volumes has been used, doubling number of CV as
rid refinement is applied, and the finest mesh of 160�160 CV
as been chosen.

In order to correctly reproduce the rapid gradients, which take
lace near walls, the adopted meshes have been designed using a
yperbolic tangent stretching �detailed in Ref. �8�� close to the
sothermal and adiabatic boundaries. For all presented cavity
ows, a factor of 3.0 has been applied for the vertical isothermal
alls, and a factor of 2.5 for the horizontal adiabatic ones.

3.2 Numerical Solution Verification. Numerical solutions
re verified using a postprocessing procedure based on the gener-

able 3 Cavity 1 „A=30, RaH=2.43Ã1010
…. WX93 convergence

0Ã20 CV, 40Ã40 CV, 80Ã80 CV, 160Ã160 CV…. Acceptable co
on nodes….

rid
3 /n2 /n1

v*= v̄ /uref

Rn
�%� p

GCI*
�%�

Rn
�%�

1 m2 m3 83 1.6 2.4E−01 88
2 m3 m4 93 1.7 7.2E−02 90
3 m4 m5 91 1.4 3.6E−02 95
lized Richardson extrapolation for h-refinement studies and on

ournal of Heat Transfer
the grid convergence index �GCI� proposed by Roache �20,21�.
This technique is useful to establish criteria on the sensitivity of

the simulation to the computational model parameters, which ac-
count for the discretization: the mesh spacing and the order of
accuracy of the numerical solutions �observed order of accuracy
p�. The error band, where the independent grid solution is ex-
pected to be contained �uncertainty due to discretization, GCI�,
and criteria on the credibility of these estimations are also
achieved by this process. Local estimators of the GCI and p are
calculated at the grid nodes where their evaluation is possible.
These grid nodes are called Richardson nodes. Global values of
GCI and p are obtained by means of volumetric averaging. An
estimation is considered credible when the global observed order
of accuracy p approaches its theoretical value, and when the per-
centage of Richardson nodes is high enough.

More concretely, present work has generally employed a series
of five meshes �m1, . . . ,m5�. The order of accuracy p, the percent-
age of Richardson nodes, and the normalized error estimation
have been checked for each group of three consecutive meshes.
This is to say, three consecutive meshes define a monotonic nu-
merical convergence behavior. Consequently, an estimation for the
final solution can be obtained if the percentage of Richardson
nodes is high enough and the reached order of accuracy is close to
its theoretical value �which depends, essentially, on the discretiza-
tion for the convective and the diffusive terms�. The finest mesh
solution �for each group of meshes� is compared to the respective
estimated independent grid solution. This difference is normalized
by a reference value and presented in Tables 3 and 5–7 as a
percentage.

As seen, this technique is able to detect nonmonotonic numeri-
cal convergence �when the percentage of Richardson nodes is low,
or when the order of accuracy �p� is far from the expected value�.
On the other hand, when both parameters are placed between
acceptable values, a credible error band where the independent
grid solution is expected to be contained �uncertainty due to dis-
cretization, GCI� is reliable. If the error band is relatively small,
the final solution is acceptable. Otherwise, one can continue the
h-refinement until the error band is between acceptable limits. As
shown afterwards, nonmonotonic numerical convergence could
reveal numerical problems, which do not allow the model to con-
verge toward an independent grid solution.

Present work has encountered all these situations. This numeri-
cal tool has been very effective to corroborate numerical prob-
lems, which were already pointed in diverse precedent publica-
tions �i.e., Refs. �2,8�� and very helpful to ensure the numerical
accuracy of present final solutions. See Refs. �20–22� for details.

4 Test Cases and Results
Results computed with previously exposed turbulence models

are presented in this section. They are discussed through compari-
son with experimental and/or DNS data. Various cavity configu-
rations have been used in several experimental and numerical
works available in literature. Three different test cases have been

timators using five meshes: m1, m2, m3, m4, m5 „10Ã10 CV,
rged solution „p between 1 and 2, high percentage of Richard-

T*= T̄ /Tref k*=k /uref
2

p
GCI*
�%�

Rn
�%� p

GCI*
�%�

0.5 3.2E+00 70 1.1 7.2E−03
1.0 5.7E−01 87 1.0 3.6E−03
1.0 3.0E−01 94 1.2 1.4E−03
-es
nve
chosen in order to investigate the behavior of different models
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hen solving the turbulent natural convection. The differentially
eated cavities of aspect ratios 30:1, 5:1, and 4:1, in combination
ith their based-on-height Rayleigh numbers �RaH=2.43�1010,
�1010, and 1�1010, respectively� have been selected as they
resent different turbulent natural convection phenomena, which
s interesting in order to test turbulence models’ abilities and limi-
ations. For all cases, the vertical walls are isotherms �at different
emperatures� while the top and bottom walls are adiabatic. As
hown, major problems take place when sudden relaminarization
ccurs in the core of the 4:1 and 5:1 cavities, and when turbulence
egime is moderate or low. Hence, cavities of aspect ratios 5:1 and
:1 present the most difficult aspects for turbulence models as
etailed in this study.

4.1 Natural Turbulent Convection in a 30:1 Heated
avity. This case corresponds to a differentially heated tall cavity
ith an aspect ratio of 30 �H /W� and a Rayleigh number based-
n-height cavity H �RaH=g�TrefH

3Pr /�2� of 2.43�1010. This is
natural convection cavity flow generated with two isothermal
alls �east and west�, and two adiabatic walls �north and south�.
he work of Daffa’alla and Betts �15� presents experimental re-
ults, which are used to check accuracy of the models.

This case has been solved for all models using a collocated
iscretization �able to solve complex geometries� and UPWIND
s a numerical scheme for the convective terms. The influence of
he spatial discretization and the numerical scheme for convective
erms have been tested through comparison with two additional
imulations: First, IL model over a staggered grid and, second,
MART for convective terms. Based on a mesh of 160�160
ontrol volumes, the first comparison �collocated versus stag-
ered� shows that the maximum relative difference �using
ondimensional velocities, temperatures, and lengths� �8� are of
.1% for ū, 0.7% for v̄, and 0.4% for T̄, while the relative differ-
nces in turbulent quantities are even smaller. The second com-
arison �UPWIND versus SMART� has shown maximum differ-
nces of 0.4% for ū, 4.0% for v̄, and 4.5% for T̄ and once again
maller differences for the turbulent quantities, which was ex-
ected. Since the differences are relatively small and the flow is
uoyancy affected, UPWIND scheme seems to be good enough to
tudy the behavior of turbulence models to predict turbulent natu-
al convection in the present case.

The influence of grid refinement is tested in the evolution of
lobal parameters as Nu. Moreover, the results of the local esti-
ators p and GCI on the convergence show that the numerical

esults are credible using 160�160 CV for all models, spatial
iscretizations, and numerical schemes. As an example, the results
f the verification process for WX93 model using UPWIND
cheme over a collocated grid are shown in Table 3 for v*, T*, and
*.

As shown in Table 3, the order of accuracy �p� has the expected
alue when using UPWIND scheme �approximately 1�, the GCI
alues are low enough in last mesh, and the percentage of Rich-
rdson nodes is high enough. All these estimators conclude that
60�160 CV are sufficient to obtain a credible numerical solu-
ion. The convergence behavior of the other simulations have been
imilar. PDH+D model has passed the verification process only
ith four meshes, since it has not been possible to reach conver-
ence with the coarsest mesh �10�10 CV�, as this model uses a
ross-diffusion term in �-equation, which implies the need of a
ner initial grid. A comparison of different turbulence models and

he experimental results reported by Daffa’Alla and Betts �15� is
resented in Table 4.

The heat transfer rate �mean Nusselt number� is underpredicted
or all models, except IL and PDH+D. IL is the model that pre-
ents better behavior, as its results are relatively close to the ex-
erimental ones �see Fig. 1�b��. Its special treatment of the Gk
erm �GGDH� improve predictions. It is interesting to say that the
DH+D model notoriously enhances accuracy showed by the

ther k-� models �WX88 and WX93�, which present poorer
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agreement with the experimental data. This was expected as they
are models designed for forced convection cases. The PHD+D
model provides these improvements by redesigning model con-
stants, adding a cross-diffusion term for �-equation and a damp-
ing function in Gk calculus.

However, all models have reasonably given accurate results.
The reason could be probably found in the geometry of the case.
More concretely, the tending-to-infinity cavity aspect ratio en-
sures, as has been previously introduced, the collapse of both
turbulent boundary layers �from hot and cold walls�, showing a
complete turbulent core of the cavity. As two-equation turbulent
models have been deeply suited to forced convection cases, typi-
cal transition from laminar to turbulent flow due to the wall-
damping effects �i.e., the resolution of viscous sublayer and the
normal-to-wall increasing turbulence intensity� has been qualita-
tively well captured for all low-Reynolds number models, as well
as for the k-� WX88 model, which in spite of its high-Reynolds
number model condition is able to provide both viscous and iner-
tial layer solutions, thanks to the use of � as dissipation quantity.

Next cases, however, will show different geometries and, con-
sequently, different flow structures. Two-equation turbulence
models will be checked under relaminarization produced by the
geometry, as now shown.

4.2 Natural Turbulent Convection in a 5:1 Heated Cavity.
This case corresponds to a differentially heated rectangular cavity
with an aspect ratio of 5 �H /W� and a Rayleigh number based-on-
height cavity H �being RaH=g�TrefH

3Pr /�2� of 5�1010. The
boundary conditions of the case follows the same pattern than
presented for 30:1 cavity: Two vertical isothermal walls and adia-
batic top and bottom walls. With reference to accuracy of the
models, the experimental data from Cheesewright et al. �16� have
been used to analyze turbulence models’ predictions.

In order to test the influence of the numerical scheme, another
comparison �UPWIND versus SMART� has been done, this time
using WX93 model. Higher differences �2% for ū, 6.75% for v̄,

and 4.6% for T̄� than the first cavity problem �30:1 aspect ratio�
have been obtained, probably due to the recirculating effects. In
spite of this, UPWIND has been the numerical scheme used in all
simulations. Their results are acceptable to predict asymptotic
transition point while this scheme allows faster and more stable
numerical convergence because of its dissipative essence �23�.

Historically, this case has reported different numerical problems
when using low-Reynolds number turbulence models. Some re-
searchers like Peng and Davidson �2�, Pérez-Segarra et al. �8�,
etc., found that two-equation eddy-viscosity models were inca-
pable to reproduce this case with realistic behavior, due to the
encounter of numerical problems.

More concretely, Peng and Davidson �2� detected and corrected
a grid degradation of buoyancy effects �Gk�. In fact, as grid is
refined, SGDH approach is related to an increasing overestimation
of Gk, which �since this case presents a stable stratification in the
core of the cavity� becomes a sink term �gravity vector and tem-
perature gradient vector have the same direction and sign�. There-
fore, the increasing Gk sink term provokes the creeping evolution

Table 4 Cavity 1 „A=30, RaH=2.43Ã1010
…. The difference „in

percentage… with respect to the experimental data †15‡ „Nu
=149, �

t
* at center=30.4….

Turbulence model Nu �
t
* at center

IL model 150.65�1%� 27.11�−12% �
GPC model 131.31�−12% � 22.56�−25% �
WX88 model 135.87�−9% � 24.33�−20% �
WX93 model 133.67�−10% � 21.83�−28% �
PDH+D model 152.75�2.5%� 24.69�−19% �
to a laminar solution as the grid is refined, which obviously dis-

Transactions of the ASME



t
c
t

�
w
a
p
m
e
s
�
i
a
o
t
R
t

(

on

(

F
+
t

J

orts accuracy and disables computation credibility. This effect
an be checked in Fig. 2, where the WX93 model with SGDH and
he PDH+D model �which uses SGDH with a damping function
fg� are compared. As it is visible, normalized buoyancy effect
i.e., Nkb=Gk /C�k�� obtained using SGDH becomes degraded
hen refining. However, when using fg damping function

symptotic buoyancy effects are obtained, and a final turbulent
rediction is achieved. It is interesting to note that the WX88
odel does not present this grid degradation, and its verification

stimators are placed in the desired range. Hence, SGDH grid
ensitivity seems to be closely related to damping functions
which are applied on WX93 and GPC models�, and do not appear
n the WX88 model. This is in agreement with the work of Peng
nd Davidson �2�, who encountered the same problem using an-
ther low-Reynolds number model �PDH�. However, and despite
he relative advantage of the WX88 model, its design for high-
eynolds number phenomena disables it to correctly predict the

ransition, as has been said, and it is not an acceptable model to
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ig. 2 Cavity 2 „A=5, RaH=5Ã1010
…. Comparison of the norma

D model. While for WX93 model, Nkb increases as grid is refine

o give an asymptotic prediction, thanks to the stable Nkb predicti

ournal of Heat Transfer
predict such natural convection cavity.
Unfortunately, there are some other problems related to this

case. Another “numerical” laminarization �turbulence intensity
suppression due to numerical effects� takes place when using dif-
ferent low-Reynolds number k-� models. Despite the fact that
other researchers have reported interesting results for such models
when solving 5:1 cavity �see Refs. �7,14,25,26��, this present work
has encountered critical numerical problems trying to solve the
mentioned cavity with Ince–Launder model �7� �besides other low
Reynolds k-� models not reported here, as the Launder–Sharma
model �27��. There are some differences between this numerical
problem and the previous SGDH grid-sensitivity drawback. First,
this laminarization process presents a complete turbulence reduc-
tion ��t=0�. Second, it affects all the cavity ��t=0∀x ,y�. Third it
abruptly appears while convergence process is running. After dif-
ferent attempts, computations have shown that by removing
damping part of dissipation from �̃-equation �f2 function�, conver-
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ence has been possible and a turbulent solution has been
chieved, obviously presenting a distorted prediction. Therefore, it
eems plausible to think that �because of the relaminarization,
hich takes place in the core of the cavity� dissipation of �̃ is

ffected by low Ret numbers and c�̃2 is changed from 1.92 to
.344 �70% of high-Reynolds number version� in this region.
ince production of �̃ is not dampened �P�̃=c�1�̃ /kPk�, an increas-

ng sink effect on k-equation is produced through an increasing �̃
rediction. As the grid is refined, this effect is intensified and,
nally, it returns to a sudden and unstable convergence point,
hich “switches off” all turbulent variables.
With reference to the present work, three initial meshes have

een converged for the IL model �i.e., 10�10, 20�20, and 40
40 CVs�, while for the fourth mesh �80�80 CV�, it has not

een possible to obtain convergence with nontrivial turbulent val-
es, which was also pointed out in Ref. �8�. As to the grid-
ensitivity problem, Fig. 3�a� �made with m1, m2, and m3
eshes� shows how the grid-sensitivity problem is not based on
k prediction �there is no degradation of Nkb with grid refine-
ent�, as the IL model is using the GGDH, which is not related to

he SGDH grid-sensitivity problem, as has been explained in Refs.
2,7�. Present IL Gk evolution ratifies this aspect. Additionally,
etailed effect of f2 damping function is in agreement with sug-
estions made by Davidson in Ref. �3�, where a correction on f2
amping function is proposed in order to modify the decay of
issipation in transitional regions.

Hence, taking into account the grid degradation of the SGDH
or buoyancy effects and the sudden laminarization of some k-�
urbulence models due to grid refinement, this work has not been
ble to present converged solutions for the IL model. For other
odels �GPC, WX88, WX93, PDH+D�, converged solutions

ave been obtained. As exposed, they are in agreement with nu-
erical experiments carried out by other authors �2�. In fact, GPC

nd WX93 models return turbulent solutions but present nonas-
mptotic behavior due to the SGDH grid-sensitivity problem. The
X88 model provides an asymptotic and completely turbulent

avity and, therefore, is not capable to predict transition. On the
ontrary, the PDH+D model is able to solve this problem due to
he damping function incorporated in Gk source term. This is the
nly model that gives required asymptotic numerical solutions.
he model offers a reasonably accurate solution and acceptable
umerical behavior.
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or m5, m4, and m3 meshes for GPC model under Cavity 3 „A=
In fact, mentioned damping function �fg� constrains the turbu-
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lence destruction due to the buoyancy and suppresses the turbu-
lence energy diffusion from the boundary layer to the neighboring
outer region, avoiding delayed prediction of transition onset, as
aforementioned �2�. Additionally, this damping function corrects
the asymptotic behavior for Gk near the vertical wall �2�, since
Gk�x2 as x→0 �28�.

In Fig. 4, differences between WX93 and PDH+D model are
shown. As to this point, obtained convergence estimators have to
be commented: As to the results presented for 30:1 cavity �where
all the models returned expected and verified convergence estima-
tors�, for 5:1 cavity, only the PDH+D model shows acceptable
results. This is shown in Tables 5 and 6. Thus, this fact shows that
the nonasymptotic turbulent prediction is ratified by the conver-
gence estimators for WX93 and GPC models. The estimators for
PDH+D model have the expected values, which is in agreement
with its stable transition point prediction. The PDH+D model
shows a good experimental agreement in this case. It is shown in
Fig. 4�b�, where the experimental Nu from Cheesewright et al.
�16� is plotted.

4.3 Natural Turbulent Convection in a 4:1 Heated Cavity.
Finally, an analysis of a 4:1 cavity at moderate Rayleigh number
based-on-height cavity H �RaH=g�TrefH

3Pr /�2=1·1010� has
been carried out. This case could be so-called “moderate” since
first observed chaotic behavior is visible at RaH=2.3�108 �29�.
The DNS results from Trias et al. detailed in Ref. �24� have been
used to check abilities and accuracy of present models, as well as
to understand limitations of turbulent natural convection modeling
by means of RANS eddy-viscosity techniques.

On the one hand, with reference to relaminarization and geom-
etry aspect, this case presents, a priori similar phenomena to the
5:1 cavity, which could be interesting in order to ratify and/or
refine comments on previously observed grid-sensitivity behavior.
On the other hand, the moderate Rayleigh number applied to this
geometry will bring clarity to the abilities of the models and their
relationship with turbulence intensity �and, consequently, will
give information on the range of RaH where these kinds of models
can become accurate tools�.

In fact, with reference to numerical problems �grid-sensitivity
and numerical laminarization�, this case has presented similar dif-
ficulties than previously treated 5:1 cavity. The IL model has re-
ported the same laminarization problem trying to solve even using
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odel under Cavity 2 „A=5, RaH=5Ã1010
…. „b… Nks, Nkb prediction

RaH=1Ã1010
….
m
4,
a coarser mesh �40�40 CV�, presumably due to the lower turbu-
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ence intensity. Again, a turbulent solution has been achieved by
locking damping effects on dissipation of �̃. This fact reinforces
uggestions made for 5:1 cavity with reference to the mathemati-
al problem of the damping on �̃-equation in IL model. Further-
ore, SGDH grid-sensitivity drawback has been encountered
hen using WX93 model, and a progressive degradation of the

urbulent prediction has been observed. Regarding WX88 model,
he grid-sensitivity problems have been avoided, but accuracy and
rediction of transition point from laminar to turbulent flow has
ot been achieved due to the model limitations.

Unlike 5:1 cavity, the GPC model has returned a turbulent pre-
iction showing acceptable verification estimators. In this case,
he GPC model has avoided a degradation of the Gk term when
rid refinement has been applied, as shown in Fig. 3�b�. It seems
hat the coupling between damping functions and SGDH depends
n the turbulence intensity and on RaH number, and it becomes
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hat the WX93 model is not capable of giving asymptotic behav
n the other, the PDH+D model is able to give an asymptotic t

able 5 Cavity 2 „A=5, RaH=5Ã1010
…. PDH+D convergence es

40 CV, 80Ã80 CV, 160Ã160 CV, 320Ã320 CV…. Acceptable co
on nodes….
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3 /n2 /n1

v*= v̄ /uref

Rn
�%� p

GCI*
�%�

Rn
�%�

1 m2 m3 81 0.3 2.2E+00 94
2 m3 m4 82 0.8 9.4E−01 95
3 m4 m5 86 1.4 1.8E−01 98

able 6 Cavity 2 „A=5, RaH=5Ã1010
…. WX93 convergence est

20 CV, 40Ã40 CV, 80Ã80 CV, 160Ã160 CV…. The converged s
and 2, small percentage of the Richardson nodes….
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3 /n2 /n1
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Rn
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1 m2 m3 66 0.3 7.8E+00 86
2 m3 m4 72 1.6 2.3E−01 95
3 m4 m5 65 0.1 2.0E+01 89
ournal of Heat Transfer
stable at lower turbulence intensity. It is interesting to note that
this effect has not been observed using the WX93 model, which is
paradigmatic of the very sensitive relationship between SGDH
and damping functions of the model.

The PDH+D model has presented the most interesting numeri-
cal behavior, returning a turbulent solution and a laminar-to-
turbulent transition, which is in agreement with related verifica-
tion estimators. These estimators have revealed acceptable orders
of numerical accuracy �p� and high percentages of Richardson
nodes for all variables, as shown in Table 7. In fact, this is in
agreement with previous conclusions observed in 5:1 cavity.

Hence, only the GPC and PDH+D models have revealed ac-
ceptable numerical solutions under used grids and applied
pseudotransient numerical algorithm. The other models �IL,
WX88, and WX93� are related to different numerical and/or de-
sign problems, which do not allow them to solve this case.
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With reference to accuracy, several grades can be commented
hanks to the detailed information provided by the DNS data: first,
veraged values �Nu�; second, velocity and temperature fields;
hird, turbulent statistics as k and � or C��k. As was expected, the
eeper the grade, the higher the differences. As far as the Nusselt
umber is concerned, Fig. 5�b� shows the results for GPC and
DH+D models in comparison to DNS data. While the PDH
D model was well suited for previous cavities �5:1 cavity at
aH=5�1010 and 30:1 cavity at RaH=2.43�1010�, this 4:1 cav-

ty at RaH=1�1010 seems to be too “transitional” �or too low
urbulent� to be well predicted by this model. In fact, it is easily
bserved how transition from laminar to turbulent flow is moved
o an extremely lower height. On the other hand, GPC model
which reported acceptable accurate predictions for 30:1 cavity,
nd which presented numerical problems due to SGDH grid-
ensitivity problems when solving 5:1 cavity� has shown a reason-
bly accurate behavior solving this 4:1 cavity, obtaining a Nu
rediction relatively close to the DNS data. Transition point is
lightly underpredicted. It is interesting to note that the GPC pre-
iction is very close to the Nu obtained from a previous DNS 2D
ata carried out by Trias et al. �24�, which could reveal three-
imensional effects, which are impossible to be observed by
ANS-EVM models.
Related to the second grade of comparison, Figs. 5–7 present

he GPC and PDH+D performances in comparison to DNS data
24� for temperature and velocities at y=H /2 and y=15H /16
lanes. In agreement with which was observed for Nu prediction,
PC model offers interesting predictions �very close to DNS
ata�, especially for y=H /2 where there is a very small turbulence

able 7 Cavity 3 „A=4, RaH=1Ã1010
…. PDH-D convergence es
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intensity. With reference to y=15H /16 plane, turbulence intensity
is larger and differences are higher. Performance is admissibly
accurate. On the other hand, PDH+D model offers worse predic-
tions due to an overprediction of turbulence intensity. The results
for y=H /2 were especially distorted.

Finally, and as to turbulence statistics, two aspects have to be
addressed. On the one hand, turbulent kinetic energy �k� predic-
tions can be observed in Fig. 8. As shown, both GPC and PDH
+D models quantitatively present results comparable to the DNS
data. As to their quality, GPC model offers a transition point quite
close to DNS predictions, while PDH+D predicts a very early
transition point and presents a strongly larger turbulent boundary
layer. As can be observed in Fig. 8�a�, it implies a strong overpre-
diction in y=H /2 plane. This explains the distorted predictions for
Nu, and specifically, for u*, v*, and T* in y=H /2 plane. However,
both models relatively present acceptable turbulent boundary-
layer normal-to-wall height predictions. On the other hand, with
reference to � predictions, both models provide inaccurate predic-
tions �as can be seen in Fig. 9�, which was expected due to the
limitations of � /�-equation. GPC model offers a qualitatively
good behavior for both y=H /2 and y=15H /16 planes, while
PDH+D model suffers a strong overprediction for both planes
once again. See Fig. 9.

Hence, an accurate resolution of k has an immediate effect on
both temperature and velocity fields. This allows to obtain accept-
able transition point prediction, which is of great interest for en-
gineering purposes.

ators using five meshes: m1, m2, m3, m4, m5 „10Ã10 CV, 20
ed solution „p between 1 and 2, high percentage of Richardson
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from laminar to turbulent flow.
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Concluding Remarks
Abilities and drawbacks related to two-equation eddy-viscosity
odels have been analyzed under turbulent natural convection

ases. A detailed formulation based on k-� and k-� models has
een presented and different rectangular cavities have been ad-
ressed with exposed models, offering several numerical and
hysical aspects. Treated cavities expose different phenomena due
o their diverse aspect ratio and turbulence intensity. In order to
uantify model accuracy, experimental and DNS data extracted
rom literature have been used.

As a result from computations, this work has basically revealed
wo different subjects. First, numerical problems related to predic-
ion of turbulent natural convection. Second, skills and abilities of
uch models to accurately predict heat transfer and fluid flow for
he studied cases.

Related to the first item, low-Reynolds number two-equation
odels seem to work reasonably well when solving turbulent

oundary layers under increasing turbulence intensity from wall to
avity core. In fact, even high-Reynolds number WX88 model has
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shown an acceptable behavior when solving 30:1 cavity. All buoy-
ancy models �SGDH, GGDH, and GGDH+ fg� have presented
correct numerical behaviors. This fact seems to be in agreement
with the original design of two-equation turbulence models, which
are mainly devised to predict laminarization produced due to the
presence of walls under forced convection. On the contrary, solv-
ing 5:1 and 4:1 cavities, diverse numerical problems have ap-
peared. Currently, these cases present an additional laminarization
phenomenon, which is generated by cavity aspect ratio �in com-
bination with moderate turbulent intensity�, instead of wall-
damping effect �which is the only laminarization process in 30:1
cavity�. This phenomena lead to two different numerical prob-
lems: On the one hand, the IL model suffers a sudden laminariza-
tion presumably due to a damping effect on dissipation of
�-equation, which collapses all turbulent variables while refining
the mesh. On the other hand, SGDH presents a numerical degra-
dation with grid refinement in combination with damping func-
tions, which was also highlighted by Peng et al. �2�. This fact does
not allow to obtain an asymptotic prediction. Both effects are
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elated to the models’ inabilities to capture the laminarization pro-
uced in the core of the cavity. Hence, only the PDH+D and GPC
odels have returned verified numerical computations for 4:1

avity while solely PDH+D model has achieved an acceptable
umerical behavior for 5:1 cavity.

Related to the second subject, accuracy is clearly related to the
ow structure of the case. For 30:1 cavity, all models have shown
n interesting behavior to predict Nu, and also vertical velocity
*, despite an important underprediction of turbulent viscosity in

he core of the cavity. On the other hand, regarding the 5:1 cavity
u number and transition point, they are well captured by the
DH+D model, as well as k distribution along the cavity. Finally,
ith reference to the 4:1 cavity, the GPC model has reported very

nteresting results, relatively close to the DNS data regarding di-
erse fields. While on the contrary, the PDH+D model has not
een able to reproduce this lower turbulent case and has strongly
ver predicted turbulent variables.

Hence, turbulent natural convection prediction by means of
wo-equation turbulence models is associated with physical and
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numerical limitations of the models. However, they are generally
acceptable tools for different Rayleigh numbers and aspect ratio
cavities, taking into account that, depending on the case, specific
models should be used.
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Nomenclature
A � aspect ratio �A=H /W�

C� ,c1 ,c2 ,c3 ,cr� � turbulent model constants
cp � specific heat at constant pressure

CV � control volume
f1 , f2 , fk , f� � damping functions of low-Reynolds number

models
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H � cavity height
k � turbulent kinetic energy

k* � dimensionless turbulent kinetic energy
�k /uref

2 �
lref � reference length �lref=H�

l � turbulent length scale �l=k3/2 /� for k-�
models� and �l=k1/2 /� for k-� models�

Nks � normalized shear stress production of k
�Nks= Pk /�C�k� or Pk /���

Nkb � normalized buoyancy production of k �Nkb
=Gk /�C�k� or Gk /���

Nu � Nusselt number
Pk � production of k due to shear stresses
Gk � production of k due to buoyancy effects
Pr � Prandtl number �Pr=�cp /��
p̄ � the mean pressure

RaH � Rayleigh number based-on-height length
�RaH=g�TrefH

3Pr /�2�
Ret � turbulent Reynolds number �Ret=k /�� or

k2 /���
Sij � mean rate of strain tensor

T̄ � mean temperature
T� � turbulent fluctuating temperature

Tref � reference temperature �Tref=Tcold�
T* � dimensionless temperature

�T*= T̄−Tref /Tref�
Tref � reference temperature �Tref=Thot−Tcold�

t � time
tref � reference time �tref= lref /uref�
ui � mean velocity in the i-direction
ui� � turbulent fluctuating velocity in the

xi-direction
ui�T� � turbulent heat flux

uref � reference velocity for 30:1 and 5:1 cavities
�uref=
g�TrefLref�

uref � reference velocity for 4:1 cavity
�uref=�
RaH /H�

u* � dimensionless velocity �ū /uref�
v* � dimensionless velocity �v̄ /uref�
u� � friction velocity �u�=
�w /��
W � cavity width
xi � Cartesian coordinate in the i-direction
y+ � dimensionless distance to the nearest wall

�y+=yu� /��

reek Symbols
� � thermal diffusivity ��=� /Pr�

	ij � Kronecker delta
� � dissipation rate of k

�* � dimensionless dissipation rate
��*=� / �� / tref

2 ��
� � thermal conductivity
� � dynamic viscosity
�t � eddy or turbulent viscosity

�
t
* � dimensionless eddy or turbulent viscosity

��
t
*=�t /��

� � kinematic viscosity ��=� /��
� � density


T � turbulent Prandtl number

k ,
z � model constants

� � turbulent time scale
� � specific dissipation rate of k
*
�

ournal of Heat Transfer
� dimensionless specific dissipation rate ��*

=�H2 /��
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Performance of the Various Sn
Approximations of DOM in a 3D
Combustion Chamber
We have carried out a three-dimensional numerical study to investigate the radiative heat
transfer in a model gas turbine combustor. The combustion chamber is a representative of
the Rolls-Royce Tay engine combustor. The discrete ordinate method �Sn� in general
body-fitted coordinate system is developed and then applied to solve the filtered radiative
transfer equation for the radiation modeling, and this has been combined with a large
eddy simulation of the flow, temperature, and composition fields within the combustion
chamber. Various approximations of Sn have been considered and their performances in
the investigation of the radiative heat transfer are presented in the paper. The radiation
considered in this work is due only to the hot combustion gases, notably carbon dioxide
�CO2� and water vapor �H2O� also known as nonluminous radiation. The instantaneous
results of the radiation properties such as the incident radiation and the radiative energy
source or sink as the divergence of the radiative heat fluxes are computed inside the
combustion chamber and presented graphically. Effects of the wall emissivity on the
incident radiation inside the combustion chamber have been examined, and it has been
found that the radiative energy is enhanced with the increment of the wall emissivity.
�DOI: 10.1115/1.2897924�

Keywords: discrete ordinate method, large eddy simulation, radiative heat transfer, tur-
bulent combustion
Introduction
A large part of the total heat transfer in a combustion chamber,

hether it is a gas turbine engine, a car engine, or a furnace,
ccurs by radiation from the flame. This radiation has two com-
onents: �i� the “nonluminous,” which emanates from the com-
ustion gases notably carbon dioxide �CO2� and water vapor
H2O�, and �ii� the “luminous,” which is mainly due to the soot
ormed in the flame.

The prediction of wall temperatures is an important aspect in
he design of practical engine combustors, and this clearly re-
uires that the radiative heat fluxes be predicted accurately. An
nability to predict the wall temperatures may lead to an excessive
mount of the combustor airflow being used for cooling the liner
all, and this is likely to lead to a reduced combustion efficiency

nd an increased emission of the pollutants such as carbon mon-
xide �CO�, NOx formations, and unburned hydrocarbons
UHCs�. In addition, excessive combustor wall temperatures have
deleterious impact on combustor “life.”
To meet the world environmental regulations and for safer en-

ironment, one of the main objectives in designing of the practical
ombustion devices is to reduce the pollutant emissions. The nu-
erical study becomes a vital tool to predict the radiative heat

ransfer inside high-temperature combustion devices, and nowa-
ays, it is also used to replace very costly and time-consuming
xperimental test procedures of any devices.

The discrete ordinate method �DOM� was first proposed by
handrasekhar �1� in his work on one-dimensional stellar and
tmospheric radiation. Subsequently, Carlson and Lathrop �2� de-
eloped the DOM for multidimensional radiation problems em-
loying the finite volume approach. More recently, the DOM has
een widely used on various different problems �3–5�, where the

Contributed by the Heat Transfer Division of ASME for publication in the JOUR-

AL OF HEAT TRANSFER. Manuscript received February 8, 2007; final manuscript re-
eived September 18, 2007; published online May 20, 2008. Review conducted by

alter W. Yuen.

ournal of Heat Transfer Copyright © 20
major emphasis has been on solving only the radiative transfer
equation �RTE�, which is the steady state representation of the
radiative transfer. However, the radiative transfer in high-
temperature combustion devices requires a simultaneous solution
of the RTE and the governing flow equations such as the Navier–
Stokes, enthalpy and species concentration conservation equa-
tions, etc. �6–8�.

Among the other different numerical methods such as the dis-
crete transfer method, the finite volume method, the finite element
method, etc., found in the literature, the DOM becomes a popular
numerical method for radiations although it suffers by the ray
effect in an optically thin medium �9�. The DOM has some obvi-
ous advantages such as the simplicity of concepts, the control
volume approaches, etc.

With respect to combining the RTE with the large eddy simu-
lation �LES�, to the author’s knowledge, only a small amount of
work has been done to date. Desjardin and Frankel �7� studied
soot formation in the near field of a strongly radiating turbulent jet
flame involving LES, and a simplified two-dimensional treatment
of radiation involving gray and nonscattering medium was con-
sidered. Recently, Jones and Paul �8� have investigated the radia-
tive heat transfer in a three-dimensional model of a gas turbine
combustor, where only the S4 approximation of the DOM was
applied in conjunction with LES.

In this paper, we have extended the DOM including its various
lower and higher order approaches, i.e., S2 ,S6 ,S8, and applied into
the model Tay gas turbine combustion chamber for further inves-
tigation of the radiative heat transfer and to see how the radiation
results are affected with the various orders of approximations of
the DOM. To the best of our knowledge, there has been no other
attempt that combines the three-dimensional DOM with the LES
for computing the turbulent flame radiation in a gas turbine com-
bustor.

2 Governing Equations
The main feature of the model gas turbine combustor is shown
in Fig. 1, which is representative of the Rolls-Royce Tay gas

JULY 2008, Vol. 130 / 072701-108 by ASME
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urbine �10�. The combustor walls are made of transply, a lami-
ated porous material. The geometry of the combustor includes a
elatively small swirler at the head of the combustor in the center
f which the fuel injector is located and a hemispherical head
ection attached to a circular barrel of 75 mm diameter. This bar-
el contains a set of six primary ports/holes of 10 mm diameter
ach at the front and another set of six dilution ports/holes of
0 mm diameter each at 80 mm downstream of the first set. A
ircular-to-rectangular nozzle is attached to the end of the barrel.
igh purity gaseous fuel comprising over 95% propane �C3H8�
as injected into the combustion chamber through the center of

he swirler.
The equations of motion in LES are obtained after applying a

patial filter �11� and a density weighted Favre filter �12� to the
ontinuity, the Navier–Stokes, and the mixture fraction equations.
n DOM, the discrete ordinate representation of the RTE is filtered
sing the spatial filter. Finally, these equations take the following
orms �8�:

��̄

�t
+

��̄ũj

�xj
= 0 �1�

��̄ũi

�t
+

��̄ũiũj

�xj
= −

�p̄

�xi
+

�

�xj
�2�S̄ij −

2

3
�S̄kk�ij� −

��ij

�xj
�2�

��̄ f̃

�t
+

��̄ũj f̃

�xj
=

�

�xj
� �

Sc

� f̄

�xj
� −

�Jj

�xj
�3�

�m
�Īm

�x
+ �m

�Īm

�y
+ �m

�Īm

�z
+ �Im = �Ib �4�

here � is the mixture density, t is the time, xj = �x ,y ,z� is the
oordinate vector, uj is the velocity vector, p is the dynamic pres-
ure, � is the coefficient of viscosity, Sij is the strain rate defined
s Sij =1 /2���ui /�xj�+ ��uj /�xi��, �ij is the Kronecker delta, f is
he mixture function, and Sc is the Schmidt/Prandtl number. In
qs. �1�–�4�, the variables with overbar represent the spatial fil-

ered variables, while the Favre filter variables are with tilde.
In Eq. �4�, Im represents the radiative intensity along the angular

irection, where m=1,2 , . . . ,M �see Refs. �13,8� for a detailed
ngular representation�; thus, the equation represents a set of total

different directional radiative intensities from a computational
rid node. In a three-dimensional enclosure, the total number of
he different discrete directions M to be considered at each com-
utational node is again related to the order of the Sn approxima-
ion and is defined as M =n�n+2� �13,2�. For example, in the S4
pproximation of the DOM, the radiative intensities in a total of

=24 discrete directions are calculated from each computational
ode point, in the case of S6 total number of directions is M =48,
hile for S8, it is M =80.
The terms �m, �m, and �m in Eq. �4� represent the direction

80mm50mm 80mm

75mm

Head Barrel Nozzle

Fig. 1 The feature of a model Tay gas turbine combustor
osines of an angular direction along the coordinates and Ib is the
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blackbody intensity at the temperature of the medium, which is

defined as 	T̃4 /
, where 	 is the Stefan–Boltzmann constant and

T is the flame temperature.
In a high-temperature combustion process, the spectral bands

from H2O and CO2 are the most dominant feature in a nonlumi-
nous radiation compared to the other species such as CO and H2,
see Ref. �14�. Therefore, the absorption coefficient � is based on a
mixture of H2O and CO2, which is expressed as �6,15�

�̄ = 0.1�ỸH2O + ỸCO2
� �m−1� �5�

where ỸH2O and ỸCO2
correspond to the Favre filtered mole frac-

tions of H2O and CO2, respectively.
In the radiation modeling, we have assumed that the enclosure

contains an absorbing-emitting, nonscattering, and radiatively
gray medium. In Eqs. �2� and �3�, the sub-grid-scale stresses, �ij,
and the sub-grid-scale scalar fluxes, Jj, are modeled using the
standard Smagorinsky model �16� and a gradient model �17�, re-
spectively.

The unknown terms, �Im and �Ib, in Eq. �4�, which are the
nonlinear correlations between turbulence and radiation, are sim-

ply expressed as �̄Īm and �̄Īb, respectively, ignoring the sub-grid-
scale turbulence interaction with radiation. A future study is re-
quired to incorporate these interactions and to investigate their
effects in the radiative heat transfer predictions in a turbulent
flame.

The detailed boundary conditions for solving the filtered equa-
tions �Eqs. �1�–�3�� are presented in Ref. �18�, and while for the
filtered RTE �4�, these are given in Ref. �8�, which will not be
repeated here.

3 Numerical Procedures
The filtered equations �1�–�4� are rewritten in general boundary/

body-fitted coordinate system using the approach introduced by
Thompson et al. �19�, where the governing differential equations
in the Cartesian coordinates are transformed into the curvilinear
coordinate system. The details of the numerical procedures in the
LES approach to solve Eqs. �1�–�3� have already been presented
in Refs. �20,18� and will not be repeated here. The numerical
procedures in DOM to solve the RTE �4� can be found in Ref. �8�.
Also, a benchmark problem was considered in Ref. �8� to assess
accuracy of the numerical results of the DOM code in the general
body-fitted coordinate system, and a very good agreement was
obtained compared to the results available in literature; for further
details, the readers are referred to Ref. �8�.

4 Results and Discussion
In the present computation, we have employed a total of about

105 control volumes with 40�60�40 grid nodes along the x, y,
and z directions, respectively. A variable time step is used in the
simulation based on the consideration of the maximum Courant
number, which never exceeded 0.1 throughout the computations.
The average time step in the simulation is about dt=5.5�10−7 s.
Overall, the LES code is second order accurate in both space and
time domains and for the DOM, we used the step scheme de-
scribed in Ref. �8�. The results presented in Figs. 2–6 are at the
time iteration of 6.5�105, which is at the real clock time of t
�0.036 s.

Instantaneous results of the flame temperatures, the absorption

coefficient, and the total radiative intensity, Ī=�m=1
M Īm, at various

horizontal locations of the combustion chamber are presented in
Fig. 2. The radiation results shown in this figure are obtained by
applying the highest order approximation of the DOM, S8, and the
emissivity of walls was kept at 0.5.

We note that the results of temperature and absorption coeffi-
cients are initially obtained without considering any radiation ef-

fects. These results are then fed into the radiation solver, DOM, to
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olve the RTE �4�. These are required, as the sources of radiation,

.g., the blackbody intensity �Īb�, depend on the flame tempera-
ure, and the absorption coefficient �̄, which is considered to be a
unction of the mole fractions of H2O and CO2. A good agreement
as achieved when di Mare et al. �18� compared the computa-

ional results of T̃, ỸH2O, and ỸCO2
against the experimental mea-

urements done by Bicen et al. �10�, which again will not be
epeated here.

In this figure, we can also see that the total radiative intensity
ttains a maximum at the region where both the temperature and
he absorption coefficient are maximum. Thus, it provides a clear
vidence that the medium is highly dominated by the hot H2O and
O2 gases. The radiative heat flux distributions, not shown in the
gure, also become maximum at the position where the radiative
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Figure 3 shows the net loss or gain of the radiative energy as a
divergence of the radiative heat fluxes, � · q̄, which have been
calculated using the following relation:

� · q̄ = 4
�̄Īb −	
4


�̄Īd� �6�

In this figure, the dashed lines represent the negative contours,
while the solid lines are the positive contours. These results were
also obtained using the highest order approximation of DOM �S8�,
and the wall emissivity remains the same, i.e., w=0.5.

In Eq. �6�, the first term on the right hand side represents the
emitted/outgoing radiation from a computational control volume,
while the second term represents the total incident radiation into
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Fig. 4 Radial profiles of the incident radiation, G „kW m

=165 mm on the midhorizontal plane of the combustor
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prediction inside the combustion chamber. Further work is re-
quired to investigate this effect on the flame temperature and com-
bustion species. However, this would require a substantial in-
crease in computer resources as, at every time step, the radiation
intensities would have to be calculated by the radiation solver for
updating the radiative heat fluxes and finally obtaining a new tem-
perature for the next time step.

In Fig. 4, we show some results of the incident radiation, G, at
various positions on the horizontal plane of the gas turbine com-
bustor. To judge the performance and accuracy of the various
orders of approximation of the DOM �Sn�, the results of the inci-
dent radiation are plotted for S2, S4, S6, and S8. The wall emissiv-
ity in this plot still remain unchanged. It is interesting to mention
here that the incident radiation is an important radiation property
related to the radiative energy density, by which the total radiation
energy is stored in each computational node, so each frame in this
figure shows a distinct variation of the energy storage inside the
combustion chamber. Prediction of the incident radiation is also
an essential task, which allows the radiative energy transfer to be
coupled with the global energy conservation �for example, see Eq.
�6��. The incident radiation is calculated using the following rela-
tion;

G =	
4


Īd� � �
m=1

M

�mĪm �7�
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at „a… y=20 mm, „b… y=95 mm, „c… y=130 mm, and „d… y
−2
…,
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In Fig. 4, we can see how the results obtained using the most
ower order approximation, S2, of the DOM divert from those with
he higher orders. However, the higher order Sn �S4, S6, and S8�
esults appear to converge together at a level of G.

In frame �a�, G is calculated in a position of the combustor
ead, and it is found to be lower compared to those shown in the
ther fames. This is expected, as the radiative intensity, the
bsorption-emission rate, and the flame temperature in the com-
ustor head region are all predicted lower �see Fig. 2�. However,
n the combustor barrel �at y=95 mm, frame �b��, G is predicted
o be maximum, because this part of the combustor houses the
xtremely hot gases. At the dilution ports �at y=130 mm, frame
c��, the effect of the large amount of cooling air on the prediction
f the incident radiation is clear, and at the downstream �at y
165 mm, frame �d��, G decreases again because of the effect of

he cooling air through the dilution ports, and no combustion oc-
urs downstream of these ports and the temperature drops.

The effects of the wall emissivity w on the prediction of the
ncident radiation are now shown in Fig. 5. The four horizontal
ocations along the combustion chamber are chosen at �a� y
20 mm, �b� y=95 mm, �c� y=130 mm, and �d� y=165 mm,
hich are the same frame locations we took to present the results
f G already shown in Fig. 4. Our intention here is to see how the
adiation results are influenced by the choice of the wall emissiv-
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Fig. 5 Effects of the wall emissivity on the incident radiatio
„d… y=165 mm on the midhorizontal plane of the combustor
ty. In this figure, only the S8 results of the DOM are presented.
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When w=1.0, the results at all frames in Fig. 5 show that the
prediction of the incident radiation is maximum. For the other
values of w less than 1.0, the results of the incident radiation
decrease. These predictions are quite practical and expected. Be-
cause the wall emissivity of w=1.0 represents the walls of the
combustion chamber that are completely black, and the rate of the
outgoing radiative intensities from the walls is maximum, which
is the same rate as the blackbody intensity, no surface irradiation
occurred in this situation. For the other cases, as we decrease w
from 1.0, the rate of the wall outgoing radiative intensities de-
creases; hence, the results of G in all frames decrease gradually.

In Fig. 6, a comparison of the rate of convergence of the vari-
ous approximations of Sn against the wall emissivity is given. It is
clear that the DOM order S4 converges quicker for all selected
wall emissivities than the other two higher orders, S6 and S8, and
the lower order, S2, do. As we increase the order of approxima-
tions from S4, the number of iteration to satisfy the following
convergent condition

max
1�m�M


Īm
P�i+1� − Īm

P�i�
 � 10−5 �8�

increases. This is reasonable given the fact that the total number
of discrete directions M depends on the order of approximations
and increases with their orders. For S2, it is expected that the
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, plotted at „a… y=20 mm, „b… y=95 mm, „c… y=130 mm, and
n, G
DOM code converges faster than all other cases, but surprisingly,
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he computational cost for this order is highest. The S2 approxi-
ation was also tested considering a relatively smaller wall emis-

ivity, less than w=0.1, and a very poor convergence rate was
chieved in the radiation solver due to the very oscillatory nature
f the radiative intensity solutions. In relation �8�, i is the number
f iteration and P represent a computational node point.

Conclusions
The DOM has been implemented to investigate the radiative

eat transfer inside a 3D model gas turbine combustor. Perfor-
ances of the various higher and lower order approximations of

he DOM have been examined in the prediction of the radiative
ransfer, and we have found that the results of the higher orders
gree well with each other. The DOM code has been combined
ith a LES of the flow, temperature, and composition fields within

he combustion chamber. In the radiation model, a gray-gas and
onscattering approximation to the RTE has been assumed, and
he absorption coefficient for both H2O and CO2 gases is calcu-
ated.

The instantaneous results of the radiative heat fluxes, incident
adiation, and divergence of radiative heat fluxes have been pre-
ented. A coupling of the radiative heat flux gain/loss is likely to
ield accurate prediction of the wall temperature and this will aid
ombustor design by allowing an optimum amount of air to be
sed for wall cooling. The beneficial effects will be a reduction in
he emission of pollutant gases by maximizing the combustion
fficiency and a longer liner life.

A detailed presentation of the effects of the wall emissivity in
he prediction of the incident radiation has been given, and we
ound that the incident radiation inside the combustion chamber is
nhanced by increasing the value of the wall emissivity and it is
aximum when the wall emissivity is equal to 1, which is the

ame characteristic value for a black wall.
In the present investigation, the effects of the soot particles on

he radiative heat transfer have been excluded. Soot is likely to
nhance the radiation field, and ultimately the coupling of soot
ormation and consumption to heat radiation is an important re-
uirement. The soot concentrations are required, and this in turn
equires the solution of the appropriate conservation equations for
he soot properties. Research is currently underway on this.
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Jj � subgrid scale scalar fluxes
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I � radiative intensity
Sc � Schmidt number
M � total number of the discrete directions
p � dynamic pressure
q � radiative heat fluxes
t � time

T � temperature
uj � velocity components along the Cartesian

coordinates
xj � Cartesian coordinates �x ,y ,z�

Y� � mole fraction of species �

Greek Symbols
� ,� ,� � direction cosines

� � Kronecker delta
 � emissivity
� � absorption coefficient
� � coefficient of viscosity
� � fluid density
	 � Stefan–Boltzmann constant

�ij � subgrid scale stresses
f � mixture fraction

Subscripts
b � blackbody
m � angular discrete direction
n � approximation of Sn
w � wall

Superscripts
.̄ � spatial filtered quantities
.̃ � Favre filtered quantities

Abbreviation
SGS � subgrid scale
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Experimental and Analytical
Studies of Reciprocating-
Mechanism Driven Heat Loops
„RMDHLs…
This paper conducts experimental and analytical studies of a novel heat-transfer device,
reciprocating-mechanism driven heat loop (RMDHL) that facilitates two-phase heat
transfer while eliminating the so-called cavitation problem commonly encountered by a
conventional pump. A RMDHL normally includes a hollow loop having an interior flow
passage, an amount of working fluid filled within the loop, and a reciprocating driver. The
hollow loop has an evaporator section, a condenser section, and a liquid reservoir. The
reciprocating driver is integrated with the liquid reservoir and facilitates a reciprocating
flow of the working fluid within the loop, so that liquid is supplied from the condenser
section to the evaporator section under a substantially saturated condition and the so-
called cavitation problem associated with a conventional pump is avoided. The recipro-
cating driver could be a solenoid-operated reciprocating driver for electronics cooling
applications and a bellows-type reciprocating driver for high-temperature applications.
Experimental study has been undertaken for a solenoid-operated heat loop in connection
with high heat flux thermal management applications. Experimental results show that the
heat loop worked very effectively and a heat flux as high as 300 W /cm2 in the evaporator
section could be handled. A working criterion has also been derived, which could provide
a guidance for the design of a RMDHL. �DOI: 10.1115/1.2909078�

Keywords: two-phase heat transfer, two-phase reciprocating flow, high heat flux, sole-
noid driver
ntroduction
A heat-transfer device utilizing a two-phase heat-transfer mode

s very effective in terms of the rate of heat transfer and tempera-
ure uniformity. Such a heat-transfer device typically includes an
vaporator section where vaporization of the working fluid her-
etically sealed within the device occurs through the heat transfer

rom an external heat source into the heat-transfer device, and a
ondenser section where the vapor generated in the evaporator is
ondensed into liquid through the heat transfer out of the heat-
ransfer device to an external heat sink. The heat-transfer device
equires a driving mechanism for returning the liquid back to the
vaporator from the condenser. Since the liquid within the two-
hase heat-transfer device is substantially saturated, a conven-
ional pump would encounter the so-called cavitation problem,
hich would prevent the pump from creating a pressure head for

irculating the liquid within the heat-transfer device �1�. Subse-
uently, the utilization of a conventional pump in a two-phase
eat-transfer device is rare unless the size of the heat-transfer
evice is sufficiently large and a sufficient subcooling of the liquid
t the inlet of the pump can be maintained.

Because of the cavitation problem associated with an actively
umped two-phase heat-transfer system, a passive heat-transfer
evice is usually considered for two-phase heat-transfer purposes.
ince the invention of the heat pipe by Grover in 1963 Grover �2�,

he heat pipe has been successfully developed as a passive two-
hase heat-transfer device �3–5�. Although the heat pipe originally
nvented by Grover employs the capillary action of a wick struc-
ure as the driving force for returning the condensate from the

Contributed by the Heat Transfer Division of ASME for publication in the JOUR-

AL OF HEAT TRANSFER. Manuscript received April 16, 2007; final manuscript re-
eived August 23, 2007; published online May 16, 2008. Review conducted by

iulio Lorenzini.

ournal of Heat Transfer Copyright © 20
condenser to the evaporator, several other driving forces were also
employed. These driving forces that have found significant appli-
cations include centrifugal forces �rotating heat pipes� and gravi-
tational force �gravity-assisted heat pipes�. In addition, the capil-
lary pumped loop or capillary pumped heat pipe which requires a
capillary-wick structure only in the evaporator section, has also
been developed �6–8�. Recent variations of passive two-phase
heat transfer devices include pulsating heat pipes by Akachi �9�
and network heat pipes or thermal spreaders by Cao and Gao �10�.
The capillary-wick based heat pipe has found substantial applica-
tions especially in aerospace undertakings such as satellite isother-
malization and consumer electronics cooling for computers, and
the gravity-assisted heat pipe has found significant terrestrial ap-
plications such as those in heat recovery units. However, the mag-
nitude of the capillary pumping action is relatively small and is
limited by the pressure difference across the menisci in the capil-
laries. As a result, the heat pipe would have difficulty handling
applications involving a very high heat flux and power input. Fur-
thermore, the gravity-assisted heat pipe is limited to the terrestrial
applications where the gravitational head is available.

Cao and Wang �11� developed a reciprocating heat pipe, which
has a heat-transfer mechanism different from those of traditional
heat pipes. The reciprocating heat pipe is attached to an axially
reciprocating mechanism, such as a slider-crank mechanism of an
internal combustion engine. During the operation, the heat pipe
experiences the same reciprocating motion as that of the recipro-
cating mechanism, which creates a reciprocating motion of the
liquid within the heat pipe relative to the heat pipe container. This
reciprocating motion of the liquid inside the heat pipe effectively
returns the liquid condensate from the condenser section to the
evaporator section. The collision of the liquid with the heat pipe
interior wall and the rapid mixing of the working fluid in the heat

pipe also significantly enhance the heat transfer within the heat

JULY 2008, Vol. 130 / 072901-108 by ASME
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ipe. The reciprocating heat pipe substantially eliminates many
eat-transfer limitations associated with the heat pipe and pro-
uces a substantially uniform temperature distribution along the
eat pipe length even under a high heat loading condition. The
pplication of the reciprocating heat pipe, however, is substan-
ially limited to the heat transfer in a reciprocating element. Since

ost heat-transfer applications involve nonreciprocating elements,
he applicability of the reciprocating heat pipe concept may be
imited.

eciprocating-Mechanism Driven Heat Loops
RMDHLs)

Cao and Gao �12� conceived a heat-transfer device, which at-
ains a reciprocating flow of the working fluid inside the heat-
ransfer device without requiring a reciprocating motion of the
ntire heat-transfer device, so that the application of the heat-
ransfer device will not be limited to reciprocating elements. The
oncept also provides a novel fluid pumping mechanism for heat-
ransfer purposes. Such a heat-transfer device is schematically il-
ustrated in Fig. 1. The heat-transfer device, the reciprocating-

echanism driven heat loop �RMDHL� or the reciprocating-flow
eat loop, includes a hollow loop having an interior flow passage,
n amount of working fluid filled within the loop, and a recipro-
ating driver. The heat loop has an evaporator section, a condenser
ection, and a liquid reservoir. The reciprocating driver is inte-
rated with the liquid reservoir and facilitates a reciprocating flow
f the working fluid within the heat loop, so that liquid is supplied
rom the condenser section to the evaporator section and a high
eat-transfer rate from the evaporator section to the condenser
ection is achieved. A substantial temperature uniformity is also
ttained when the air is evacuated from the loop and the working
uid hermetically sealed within the loop is under a substantially
aturated condition. As a result, many of the heat-transfer limita-
ions associated with a heat pipe or capillary pumped loop may be
liminated.

In a conventional pump, a unidirectional pressure difference
etween the pump outlet and inlet is needed to produce a pressure
ead for the circulation of the working fluid. When the working
uid is a two-phase condition, however, it has a tendency thermo-
ynamically to reach a pressure and temperature equilibrium in
he system. Therefore, some liquid in the pump inlet would flash
nto vapor due to a lower pressure there, which raises the pressure
t the inlet and eliminates the pump pressure head. This phenom-
non is called cavitation �1�. In the present RMDHL, however,
his unidirectional pressure head is not necessary. In fact, the pres-
ure at a given location of the loop would oscillate around a cer-

Fig. 1 Schematic of a RMDHL
ain value. The working fluid in the loop is driven from the con-
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denser section to the evaporator section reciprocatingly through
the displacement of the piston. As a result, the cavitation problem
associated with a conventional pump is avoided.

The reciprocating driver, as shown in Fig. 1, can be a solenoid-
operated electromagnetic driver and is schematically illustrated in
Fig. 2, which is a sectional view taken on Line A-A in Fig. 1. The
electromagnetic driver includes a pair of solenoids, which are dis-
posed outside of the casing of the liquid reservoir in an axial
direction of the reservoir, and a piston of magnetic metal disposed
movably inside the reservoir. In the case shown in Fig. 2, the
circuit of the right-hand solenoid is closed through a switch while
the circuit of the left-hand solenoid is opened through a switch
associated with it. As a result, the piston is being attracted toward
the right through the magnetic field generated by the solenoid, and
a counterclockwise flow of the working fluid within the loop is
produced. When the piston approaches the right end of the liquid
reservoir, the switch of the left-hand solenoid is closed while the
switch of the right-hand solenoid is opened. As a result, the piston
stops being attracted by right-hand solenoid and is attracted by
left-hand solenoid toward the left, and a clockwise flow of the
working fluid within the loop is produced �not shown here�. With
the circuits of the two solenoids being opened and closed alter-
nately opposite to each other, a reciprocating motion of the piston
is induced, which in turn produces a reciprocating flow of the
working fluid within the heat loop. Because the liquid reservoir
has a substantially larger inner diameter than that of the loop
tubing �or the volume of the reservoir is large compared to the
remainder of the interior volume of the loop� and a sufficient
fraction of the interior volume of the loop is occupied by liquid,
with a sufficiently large piston stroke, liquid is effectively sup-
plied to the evaporator section from the condenser section.

When the working temperature of the heat loop is high, a
bellows-type reciprocating heat loop employing an external recip-
rocating mechanism could be used �Fig. 3�. As shown in the fig-
ure, through a connecting rod, the bellows is coupled with a re-
ciprocating mechanism, which could produce a reciprocating
motion with a sufficiently large reciprocating stroke. A detailed
description of the aforementioned bellows-type driver is schemati-
cally illustrated in Fig. 4. In this case, part of or substantially
entire circumferential casing of the liquid reservoir is a bellows. A
partition is disposed near the midsection of the bellows. The par-
tition is coupled with an external reciprocating mechanism
through a connecting rod. The external reciprocating mechanism
can be a solenoid-operated electromagnetic driver or a mechanical
reciprocating mechanism driven by an electric motor. When the
external reciprocating mechanism is in operation, a reciprocating
motion of the partition is produced through the coupling with the
reciprocating mechanism, which in turn produces a reciprocating
flow of the heat-carrying fluid enclosed within the loop. Since the
bellows-type reciprocating heat loop does not contain any contact-
ing surfaces having a relative motion in the high-temperature re-

Fig. 2 Schematic of a solenoid driver integrated with the liquid
reservoir
gion, it could work at a much higher temperature. Additionally,
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uring the operation of the bellows-type driver, the outer surface
f the bellows can be adequately cooled so that the bellows can be
aintained at a sufficiently low temperature for its reliability. Ad-

itionally, a noncondensable gas can be filled within the bellows
o further reduce the bellows temperature.

xperimental Study of a Solenoid-Operated Heat Loop
In this study, two solenoid-operated reciprocating loops similar

o that shown in Fig. 1 were fabricated and studied experimen-
ally. Figure 5 shows a photograph of one of the heat loops fabri-
ated and tested. The experimental setup for this study is shown in
ig. 6, which includes an electric heater for supplying heat to the

Fig. 3 Schematic of a bellows-type RMDHL

ig. 4 Schematic axial cross-sectional view of a bellows-type
eciprocating driver
Fig. 5 A photograph of the fabricated RMDHL

ournal of Heat Transfer
evaporator of the heat loop, a power supply to the solenoid driver,
a constant temperature circulator to maintain a constant coolant
inlet temperature, a data acquisition system, and the heat loop to
be studied. The portion of the heat loop from the evaporator sec-
tion to the condenser section was placed in a horizontal position to
eliminate the influence of gravity on the performance of the heat
loop. The heat loop is made of copper tubing having an outer
diameter of 0.25 in. and a wall thickness of 0.035 in.. The reser-
voir has an inner diameter of 0.75 in. and a length of about
104 mm. The heater is a small cartridge heater for providing a
high heat flux heat input to the evaporator. The heater was welded
onto the outside surface of the heat loop at the right end of the
heat loop, as shown in Fig. 6. The contact surface area between
the heater and the heat loop was approximately 0.56 cm2. This
small contact surface area was deliberately set for providing a
high heat flux to the evaporator. After the heater was welded to the
heat loop, it was insulated from the ambient using a fiber glass
tape to eliminate the heat loss from the heater to the ambient. Six
thermocouples were placed on the outer surface of a branch of the
heat loop with the first thermocouple being close to the heater to
measure the axial temperature distribution. A liquid circulator is
used to adjust and maintain a constant liquid inlet temperature at
the cooling jacket so that the heat loop could operate at different
working temperatures. The distance between the right end of the
heat loop and the cooling jacket and the length of the cooling
jacket are also indicated in Fig. 6. A control circuit board was used
to control the reciprocating frequency of the solenoid driver. Wa-
ter is used as working fluid for the study and it occupied approxi-
mately 70% of the interior volume of the heat loop. The magnetic
material of the reciprocating driver is carbon steel coated with
copper in order to be compatible with water.

To qualify the performance of the RMDHL, the temperature
distribution due to pure heat conduction along the loop wall was
measured and plotted in Fig. 7. In this case, the solenoid driver
was turned off and a small amount of heat was added at evapora-
tor until the temperature distribution reached the steady condition
�a higher heat input would burn the heater�. Then, the solenoid
driver was turned on. The temperature spike at the evaporator
quickly disappeared and the temperature uniformity was attained
along the heat loop. The corresponding temperature distribution is
also shown in Fig. 7. After the performance of the heat loop was
qualified, the heat loop was tested at different working tempera-
tures through the control of the cooling jacket inlet temperature.
Figure 8 shows the temperature distributions along the heat loop
at different heat inputs to the evaporator when the cooling water
temperature at the inlet of the cooling jacket was maintained at
50°C. The maximum attained heat input to the evaporator was
about 171 W and the corresponding heat flux at the evaporator
was approximately 306 W /cm2. The power consumption of the

Fig. 6 Experimental setup: „1… heater, „2… heat loop, „3… cooling
jacket, „4… solenoids, „5… switch, „6… power supply, „7… constant
temperature circulator, „8… thermocouples, and „9… data acqui-
sition system
solenoid driver was approximately 16 W. The stroke of the driver
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as about 40 mm, and the magnitude of the reciprocating fre-
uency was 1 Hz. The sources of the experimental uncertainty
ere only the instruments themselves. The scanning thermocouple

hermometer has an accuracy of �0.1% of reading �0.4°C. The
ower meter has an accuracy of � �1% reading +5 digits�, so the
aximum uncertainty for the temperature and heating power mea-

urement would be 1.0% and 2%, respectively.
To quantify the performance of the heat loop, the so-called

ffective heat conductance, which was commonly employed to
valuate the performance of a heat pipe, was calculated by using
he following relation:

keff =
qL

A�T

or the maximum heat input in Fig. 8, q=171 W, L=0.206 m,
nd �T=12.0°C. The cross-sectional area A should be the total
ross-sectional area of the loop at a given location and should be

ig. 7 Comparison of temperature distributions with pump on
nd off
Fig. 8 Axial temperature distributions „Tc=50°C…

72901-4 / Vol. 130, JULY 2008
evaluated based on the outer diameter of the loop tubing. Since
two tubings exist at a given axial location, a factor of 2 should be
multiplied. Therefore,

A = 2��

4
d2� = 2��

4
0.006352� � 6.33 � 10−5 m2

The effective thermal conductance of the heat loop can then be
calculated as follows:

keff =
�171��0.206�

�6.33 � 10−5��12�
= 46,374.0 W/mK

If the thermal conductivity of copper is taken to be 400 W /m K,
then

keff

kCu
=

46,374

400
= 116.0

It can be seen from the calculation that the RMDHL is a very
effective heat-transfer device; it could achieve an effective ther-
mal conductance more than 100 times that of cooper at a heat flux
more than 300 W /cm2. It should be mentioned that the maximum
heat flux can be further increased by providing heat-transfer en-
hancement surfaces at the inner surface of the evaporator. These
heat-transfer surfaces include inserts, grooves, and porous struc-
tures. The heat-transfer enhancement surfaces could increase the
critical heat flux at the evaporator, reduce the temperature differ-
ence between the inner surface of the evaporator and the working
fluid, and provide a liquid retain mechanism to reduce power con-
sumption of the solenoid driver. Figures 9 and 10 show the tem-
perature distributions at different power inputs to the evaporator at
cooling water inlet temperatures of 65°C and 40°C, respectively.
As can be seen, the performance at cooling water temperature of
40°C deteriorated somewhat. It should be pointed out that this
deterioration was due to the reattachment of the heater to the
evaporator. During the previous runs of the experiment, the car-
tridge heater welded to the evaporator was burnt out. The burnt-
out heater was thus removed and a new heater was welded to the
heat loop. During these removal and attachment, the evaporator of
the heat loop was subject to a high temperature during a relatively
long period of time. As a result, oxidation could have occurred at
the inner surface of the evaporator and the liquid wetting condi-
tion at the evaporator could have deteriorated, which would have
adversely affected the boiling heat transfer at the inner surface of

Fig. 9 Axial temperature distributions „Tc=65°C…
the evaporator.
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ritical Displacement of the Reciprocating Driver
For a given RMDHL, the volume displacement of the recipro-

ating driver must be sufficiently large so that the liquid can be
upplied from the condenser section to the evaporator section. We
ish to find a relation that could describe this critical requirement

or the operation of the heat loop. Consider a RMDHL under a
wo-phase working condition �liquid and vapor coexist� similar to
hat shown in Fig. 1. The heat loop is assumed to have a con-
enser section on each side of the reciprocating driver, and the
oop is symmetric about the line connecting the midpoints of the
vaporator and reservoir. Because of this geometric symmetry, we
ould like to concentrate on the right half of the loop, as shown in
ig. 11. The length and average interior cross-sectional area of the
vaporator are denoted by Le and Ae, respectively, the length and
verage interior cross-sectional area of the connection tubing be-
ween the evaporator and the condenser are Lt and At, the length
nd interior cross-sectional area of each condenser section are Lc
nd Ac, the interior volume of the section between the end of the
ondenser and the piston right dead center is Vd /2, and the piston
ross-sectional area and reciprocating stroke are Ap and S, respec-
ively. We consider initially that the circuits of both solenoids are
pen and the piston is stationed in the midsection of the liquid
eservoir, and the vapor generated in the evaporator section pushes
he liquid toward the condenser section with a liquid-vapor inter-
ace as indicated in the figure. Although there could be thin liquid
lms at the interior surface of the evaporator, the amount of liquid
ssociated is neglected in the current analysis. In the derivation of
he critical liquid displacement, the critical working condition is
ssumed to be reached when the liquid at the center of condenser,
enoted by A, can just reach the midsection of the evaporator
hen the right-hand solenoid is turned on and the piston reaches

he right dead center in the reservoir. This condition means that
he liquid initially at the condenser center would move to or pass
he center of the evaporator, as indicated in Fig. 12, if the
MDHL would work properly. A liquid balance between these

wo states would give the following relation:

Ap
S

2
+

Vd

2
+ AcLc + AtLi �

Vd

2
+ AcLc + AtLt +

1

2
AeLe +

1

2
AcLc

+ AtLi �1�

anceling out the common terms on both sides of the equation

Fig. 10 Axial temperature distributions „Tc=40°C…
nd multiplying the resulting equation by 2, we have

ournal of Heat Transfer
ApS � AcLc + 2AtLt + AeLe �2�
The above equation can be rewritten as

Fig. 11 The initial state of the heat loop for the derivation of
the working criterion

Fig. 12 The final state of the heat loop for the derivation of the

working criterion
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ApS � 2� 1
2AcLc + AtLt + 1

2AeLe� �3�

he terms in the parentheses on the right-hand side of the above
quation are the interior volume from the center of the condenser
o the center of the evaporator on each side of the heat loop, which
eflects one of the essential geometric characteristics of the heat
oop in connection with the heat-transfer distance and fluid dis-
lacement volume. If an effective displacement volume is defined
or the entire heat loop,

Veff = 2� 1
2AcLc + AtLt + 1

2AeLe� �4�

quation �3� can be written as

ApS � Veff �5�
quation �5� indicates that the liquid displacement volume of the
iston as represented by ApS must be equal to or greater than the
ffective displacement volume of the heat loop if the heat loop is
o work properly. Equation �5�, however, is true only for a single-
hase heat-transfer mode. For a two-phase heat-transfer mode, the
riterion as represented by Eq. �4� or Eq. �5� is too conservative
ue to several reasons. Since the cross-sectional area of the reser-
oir is usually much greater than that of the rest of the heat loop,
he liquid velocity exiting the liquid reservoir should be relatively
igh. Even if after the piston has reached the dead center in the
eservoir, the liquid would continue to move toward the evapora-
or until the kinetic energy associated with it is exhausted. Addi-
ionally, once the liquid enters the evaporator section, some liquid
ill be evaporated into vapor. The evaporation will drastically

hange the volume of the flow stream and the liquid/vapor two-
hase mixture will expand vigorously into the evaporator section.
s a result, the section between the piston right dead center and

he center of the evaporator in Fig. 12 would be filled with both
iquid and vapor and the flow is in a two-phase flow condition. It
s understood that the liquid fraction would change substantially
long the loop. For the derivation of a more concise relation, an
ffective liquid fraction, �, is used. By taking into account the
wo-phase flow condition, the liquid balance as represented by Eq.
1� should be modified as follows:

Ap
S

2
+

Vd

2
+ �AcLc + �AtLi

�
Vd

2
+ ��AcLc + AtLt +

1

2
AeLe +

1

2
AcLc + AtLi� �6�

ollowing the same deriving procedure, the following relation is
btained:

ApS � 2� 1
2AcLc + AtLt + 1

2AeLe�� �7�

r

ApS � �Veff �8�

he value of �, by definition, is greater than zero and less than
nity. An actual value of �, however, has to be determined experi-
entally for most practical applications due to the complex heat-

ransfer process in the heat loop. Still, Eq. �3� or Eq. �7� provides
concise criterion that could be used for the design of a heat loop.

t should be pointed out that during the derivation of the above
elations, the liquid reservoir is assumed to contain pure liquid
nd the back flow through the gap between the outer surface of the
iston and the inner surface of the reservoir casing is neglected. If
he reservoir would deal with a two-phase liquid-vapor mixture
72901-6 / Vol. 130, JULY 2008
and the back flow effect is taken into account, the term ApS in the
above equations may need to be multiplied by a driver efficiency
� that is less than unity as follows:

�ApS � 2�� 1
2AcLc + AtLt + 1

2AeLe� �9�

Conclusions
Two solenoid-operated RMDHLs have been fabricated and

tested experimentally. Experimental results indicated that the heat
loop worked very well and could handle a heat flux of more than
300 W /cm2 in the evaporator section. In addition, a criterion that
reveals the working mechanism of the heat loop was derived. The
working criterion provides a concise guidance for the design of a
heat loop. A reciprocating heat loop based on bellows-type recip-
rocating driver is also described for high-temperature applications.
Some typical applications of the heat loop would include thermal
management of high-power electronics, cooling the leading edges/
nose caps of supersonic/hypersonic cruise vehicles, removing the
waste heat for directed energy based new weapon systems, and
cooling advanced gas turbines. However, as the RMDHL is fur-
ther developed, many other important applications may be identi-
fied.

Nomenclature
A � cross-sectional area, m2

k � thermal conductivity, W/m K
L � length, m
q � heat-transfer rate, W
S � stroke, m
V � volume, m3

� � liquid fraction
� � efficiency

�T � temperature difference

Subscripts
e � evaporation
t � tubing
c � condenser
p � piston

eff � effective
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he thermal behavior of a multilayered slab in imperfect contact
sing the dual-phase-lag heat conduction model is numerically
nalyzed, considering a range of heat flux-phase lag, temperature
radient-phase lag, and thermal contact resistance. Wave reflec-
ions from both insulated boundaries and contact surfaces take
lace when the phase lag of the temperature gradient is less than
he phase lag of the heat flux. Due to the wave nature of energy
ransport in composite slabs having much less temperature
radient-phase lag than heat flux-phase lag and with a low ther-
al contact resistance, an initially low-temperature layer can at-

ain a higher temperature than that of the initially high-
emperature layer. For composite slabs with temperature
radient-phase lag higher than the heat flux-phase lag and due to
he absence of the wave nature of energy transport and the en-
ancement of heat diffusion, a thermal disturbance is more
uickly felt in the whole domain when the temperature gradient-
hase lag increases, although in terms of the interfacial tempera-
ure difference, the contact surface shows lower response with
ncreasing temperature gradient-phase lag during early stages of
he transient energy transport. �DOI: 10.1115/1.2909074�

eywords: dual phase lag, imperfect contact, thermal contact re-
istance

Introduction
The classical heat diffusion theory assumes thermal distur-

ances to propagate at an infinite speed in a medium; conse-
uently, the heat flux vector and the temperature gradient simul-
aneously occur as postulated by Fourier’s law of heat conduction:

q�r,t� = − k � T�r,t� �1�

ourier’s law breaks down in applications with high heat flux
ntensities, very short times, and cryogenic temperatures. To ac-
ount for the finite speeds of thermal disturbances, a phase-lag
ime between the temperature gradient and the heat flux is intro-
uced into Fourier’s law �1�:
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q�r,t + �̃q� = − k � T�r,t� �2�

where �̃q is the lag time of the heat flux after the temperature
gradient has been applied to the medium and is related to thermal
wave speed and thermal diffusivity by

�̃q = �/C2 �3�

The first order approximation of Eq. �2� using Taylor series ex-
pansion gives the Cattaneo–Vernotte �CV� thermal wave model
�1�:

q�r,t� + �̃q
�q

�t
�r,t� � − k � T�r,t� �4�

The precedence of the temperature gradient over the heat flux
vector in the CV thermal wave model makes the temperature gra-
dient as the cause for energy transport and the heat flux as the
effect. Incorporating Eq. �4� in the energy equation leads to the
hyperbolic heat conduction equation �HHCE� that resolves the
finite speed of thermal wave propagation and describes the wave
nature of energy transport. The HHCE, however, produces some
anomalies and physically unacceptable results �2–4�. To remove
the assumption of the temperature gradient precedence over the
heat flux vector in the CV model, Tzou �1� proposed the dual-
phase-lag �DPL� model:

q�r,t + �̃q� = − k � T�r,t + �̃T� �5�

where �̃q is the phase lag of the heat flux and �̃T is the phase lag of
the temperature gradient. In the DPL model with �̃q��̃T, the tem-
perature gradient within the medium induces the heat flux; hence,
the temperature gradient is the cause for energy transport and the
heat flux is the effect, while for �̃q��̃T, the heat flux is the cause
for energy transport and the temperature gradient is the effect. For
�q= �̃T with homogeneous initial temperature, the DPL model re-
duces to classical Fourier’s law �1�.

The DPL model has attracted much attention since it has been
experimentally verified �5�, and intensive research has been con-
ducted on the thermal behavior of single and multilayer slabs by
using the DPL model �6–13�. The thermal behaviors of a single-
layer thin slab under different operating and thermal boundary
conditions are investigated in Refs. �6–9� by using analytical so-
lution methods, and comparisons between the DPL, hyperbolic,
and the classical heat diffusion models are presented.

The thermal behavior of a multilayer slab within the DPL
model framework has also been investigated by many researchers
�10–13�. Al-Huniti and Al-Nimr �10� investigated the thermoelas-
tic behavior of a composite slab in perfect contact with different
material properties of the slab layers. A study of the thermal be-
havior of a perfect contact composite slab carrying periodic sig-
nals was conducted by Al-Nimr et al. �11�. The deviations among
the predictions of the DPL, hyperbolic, and classical heat diffu-
sion models are also investigated. Ho et al. �12� studied heat trans-
fer in multilayered structure in perfect thermal contact subject to a
pulsed volumetric heat source. They also investigated the effect of
the temperature gradient-phase lag on the thermal wave transmis-
sion and reflection phenomena at the perfect interface. Recently,
Lee and Tsai �13� studied the thermal behavior of a two-layered
semi-infinite material with interfacial contact conductance subject
to ultrafast pulse-laser heating by using the Laplace transform
semianalytical method. A simple temperature jump was assumed
at the interface due to the finite interfacial conductance. The hy-
perbolic heat conduction model was used by Khadrawi et al. �14�
to study the thermal behavior of perfect and imperfect contact
composite slabs and Lor and Chu �15� to investigate the effect of
the interface thermal contact resistance on heat transfer in a com-
posite medium.

As is clear from the above survey, the thermal behavior of finite
multilayer slabs with imperfect contact within the framework of
the DPL heat conduction model has not been investigated yet.

This motivates us to conduct the present study.
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Mathematical Formulation
The dimensionless form of the governing equations and bound-

ry conditions for transient heat conduction in a two-layer slab
Fig. 1�a�� is given as below:

��1

��
+

�Q1

��
= 0 �6�

Q1 + �q1
�Q1

��
+

��1

��
+ �T1

�2�1

����
= 0 �7�

��2

��
+

�r

kr

�Q2

��
= 0 �8�

Q2 + �q2
�Q2

��
+

��2

��
+ �T2

�2�2

����
= 0 �9�

�1��,0� = 1, − 1 � � � 0 �10�

�2��,0� = 2, 0 � � � Lr �11�

Q1��,0� = Q2��,0� = 0 �12�

Q1�− 1,�� = Q2�Lr,�� = 0 �13�

he heat flux continuity and the temperature jump due to the
hermal contact resistance at the contact interface are given by

Q1�0,�� = Q2�0,�� =
L1/k1

R̃c

��1�0,�� − �2�0,���

=
1

Rc
��1�0,�� − �2�0,��� �14�

he dimensionless parameters are given by

� =
�1t

L1
2 , � =

x

L1
, �q =

�1�̃q

L1
2 , �T =

�1�̃T

L1
2 , � =

T

Tr
, Q =

qL1

k1Tr

�15�

�r =
�2

�1
, kr =

k2

k1
, Lr =

L2

L1
, Rc =

R̃c

L1/k1
=

R̃c

R1

ext, Eqs. �6� and �8� are used to eliminate the mixed-derivative
erms in Eqs. �7� and �9�:

�T1
�2Q1

2 − Q1 = �q1
�Q1 +

��1 �16�

ig. 1 Illustration of problem geometry „a…, grid numbering in
he computational domain „b…, and two semi-infinite solids in
erfect contact „c…
�� �� ��
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�T2�r
�2Q2

��2 − Q2 = �q2
�Q2

��
+ kr

��2

��
�17�

3 Numerical Solution Method
The finite difference forms of Eqs. �16� and �6� for Layer 1 and

Eqs. �17� and �8� for Layer 2 are given below, where second-
order-accurate difference formulas are used for the spatial deriva-
tives and first-order-accurate difference formulas for the time de-
rivatives. An illustration of the grid numbering system is shown in
Fig. 1�b�, where the computational domain is divided into M −1
computational cells with equal spacing between grid points.

S1Q1,i+1
n+1 − �2S1 + �q1 + 	��Q1,i

n+1 + S1Q1,i−1
n+1 = − �q1Q1,i

n + S2
� 1,i
p

�18�

� 1,i
n+1 = � 1,i

n − S2
Q1,i
n+1 �19�

Z1Q2,i+1
n+1 − �2Z1 + �q2 + 	��Q2,i

n+1 + Z1Q2,i−1
n+1 = − �q2Q2,i

n + Z2
� 2,i
p

�20�

� 2,i
n+1 = � 2,i

n − Z3
Q2,i
n+1 �21�

S1 =
�T1	�

	�2 , S2 =
	�

2	�
, Z1 =

�T2�r	�

	�2 , Z2 =
kr	�

2	�

�22�

Z3 =
�r	�

2	�kr


�1,i = �− 3�1,i + 4�1,i+1 − �1,i+2, i = 1

�1,i+1 − �1,i−1, 1 � i � MI

3�1,i − 4�1,i−1 + �1,i−2, i = MI
�

�23�


�2,i = �− 3�2,i + 4�2,i+1 − �2,i+2, i = MI

�2,i+1 − �2,i−1, MI � i � M

3�2,i − 4�2,i−1 + �2,i−2, i = M
�

where 
�1,i in Eq. �23� stands for 
� 1,i
p and 
Q1,i

n+1 in Eqs. �18�
and �19�, and 
�2,i stands for 
� 2,i

p and 
Q2,i
n+1 in Eqs. �20� and

�21�.
The iterative solution procedure over one time step is summa-

rized below:

1. Assume � 1,i
p ,� 2,i

p and solve Eqs. �18� and �20� for
Q1,i

n+1 ,Q2,i
n+1.

2. Solve Eqs. �19� and �21� for � 1,i
n+1 ,� 2,i

n+1.
3. If �� 1,i

n+1−� 1,i
p ��� and �� 2,i

n+1−� 2,i
p ���, solution has con-

verged.
4. If ��1,i

n+1−� 1,i
p �� or �� 2,i

n+1−� 2,i
p ��, set � 1,i

p =�1,i
n+1 ,� 2,i

p

=� 2,i
n+1 and go to Step 2.

The convergence criterion is taken as �=10−10 for all the results
shown in this article.

4 Results and Discussion
A computer program utilizing the numerical solution method

detailed in the previous section is developed, and the numerical
solution is verified by using the exact solution of the heat diffu-
sion equation in a two semi-infinite solids initially at different
temperatures and brought together at time=0, as illustrated in Fig.
1�c�. The temperature distribution in the two semi-infinite solids
in thermally perfect contact with the initial conditions �1�� ,0�
=0,�2�� ,0�=�0 is given by �16�

�1��,�� =
�0

	 �1 − erf����/	4��� �24�

1 + �r/kr
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�2��,�� =
�0

1 + 	�r/kr

�1 + �	�r/kr�erf��/	4�r��� �25�

n addition, the corresponding heat fluxes in the two semi-infinite
olids are given by

Q1��,�� = −
�0

�1 + 	�r/kr�	��
exp
−

�2

4�
� �26�

Q2��,�� = −
�0

�1 + 	�r/kr�	��
exp
−

�2

4�r�
� �27�

To compare the numerical results with the exact solution, the
hase lags of the temperature gradient and heat flux are set as
T1=�T2=�q1=�q2=1, and the thermal contact resistance is as-
igned a small value, Rc=0.01. In the limit when Rc→0, the con-
act surface approaches the thermally perfect conditions with

1�0,��=Q2�0,�� and T1�0,��=T2�0,��. With these parameters,
he DPL model necessarily reduces to the classical heat diffusion
roblem. Figure 2 shows both the exact solutions as given by Eqs.
24�–�27� and the numerical solutions at time �=1 for the initial
ondition �1�� ,0�=0, �2�� ,0�=�0=4. As is clear from Fig. 2, the
greement between the exact and the numerical solutions is very
ell in terms of both the heat flux and temperature distributions in

he two layers.
Next, the effect of the grid size on the numerical solution ac-

uracy is assessed. Figure 3 shows the temperature and heat flux
istributions in the composite slab for different grid sizes. The
arameters are shown in Fig. 3 with �q=100�T, forcing the DPL
odel to be more of a hyperbolic nature. This choice of the phase

ig. 2 Temperature and heat flux distribution at time=1 in two
emi-infinite bodies: Acomparison between the exact solution
nd the DPL model

ig. 3 Temperature and heat flux distributions at time=0.05

alculated with different grid sizes

ournal of Heat Transfer
lags imposes the most stringent resolution requirement in this
study, and thus the grid size that gives a grid-independent solution
with �q=100�T is adequate for any case with �q�100�T. The nu-
merical solutions clearly coincide for 	��0.01. A grid size of
	�=0.004 is used in the remainder of the analysis to ensure hav-
ing grid-independent solutions for all the choices of the param-
eters considered in this work. The time step chosen is 	�=10−5,
while thermal conductivity and thermal diffusivity ratios are set as
kr=�r=1 and domain lengths are taken as L1=L2.

Figure 4 shows the temperature distribution in the composite
slab at an early time ��=0.1� for different values of the tempera-
ture gradient-phase lag and with heat flux-phase lag �q=1. With
�T=100�q, the thermal disturbance generated at the interface is
felt by the whole domain and the composite slab more quickly
responds than the other cases considered. The case with �T=�q
reduces the DPL model to the classical heat diffusion model.
Thus, the DPL model with �T��q results in heat diffusion en-
hancement, which is attributed to the additional diffusion mecha-
nism in the model. For the case with �T��q, Fig. 4 clearly shows
that the thermal disturbance generated at the interface is not felt
by much of the two slabs during the time considered with the
lowest interfacial temperature difference among the cases consid-
ered. This is due to the domination of the wave nature of energy
transport over the heat diffusion mechanism. Although the re-
sponse of the composite slab to a thermal disturbance becomes
faster with increasing temperature gradient-phase lag, Fig. 4
shows that the interfacial temperature difference increases with
increasing temperature gradient-phase lag, i.e., the interfacial tem-
perature difference is the highest with �T=100�q at the time con-
sidered. The variation with time of the interfacial temperature dif-
ference is shown in Fig. 5 for different values of �T. Increasing the
value of �T results in an increase in the temperature difference at
the contact surface, as is clearly shown at early times ��1. This
means that for �T��q, a thermal disturbance is more quickly felt
in the whole domain when �T increases, although the imperfect
contact surface shows the lowest response during the early stage
of the transient energy transport. For �q��T, the wave structure of
the DPL model is clearly shown in Fig. 5, and the temperature
difference almost instantaneously drops to around 0.72, where
left- and right-running thermal waves are generated at the inter-
face. This is more clearly shown in Fig. 6 where the thermal
waves continue propagating and dying out due to heat diffusion,
eventually reach the left- and right-insulated boundaries, causing
the temperature to decrease at the right boundary and to increase
at the left boundary. The waves then reflect back from the left and
right boundaries, continue dying out, meet at the interface at time
�=2, and reflect again toward the left and right boundaries. This

Fig. 4 Temperature distribution with different values of the
temperature gradient-phase lag
explains the second relatively sharp drop of the interfacial tem-
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erature difference in Fig. 5 with �q=100�T. A more clear picture
f wave propagation and reflection phenomena in the two-layer
lab is demonstrated in Fig. 7 for a low thermal contact resistance
Rc=0.01�. The temperature difference at the interface in this case
lmost instantaneously drops to around zero with the temperature
t the interface being around ��1�0,��+�2�0,��� /2. It can be no-
iced from Fig. 7 that after the first wave reflection from the left

ig. 5 Variation of the interfacial temperature difference with
ime for different values of the temperature gradient- and heat
ux-phase lags

ig. 6 Temperature distribution at different times with Rc=5.0
nd �q=100�T

ig. 7 Temperature distribution at different times with Rc

0.01 and �q=100�T
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and right boundaries, the left layer attains a higher temperature
than its initial temperature, while the temperature of the right
layer drops to below its initial temperature, and for �1.75, the
left layer is at a higher temperature than the right layer. The waves
then meet at the interface at time �=2 and start reflecting toward
the boundaries.

5 Conclusions
The thermal behavior of a two-layer slab in imperfect contact

within the DPL model framework is analyzed by using an iterative
implicit finite difference method. The mixed-derivative term ap-
pearing in the DPL heat conduction model is eliminated utilizing
the energy equation, and the discretization of the governing equa-
tions results in a tridiagonal system of algebraic equations that can
be efficiently solved using a tridiagonal system solver. The results
show that wave propagation and reflection from both the insulated
surfaces and the contact surface are experienced by the DPL
model with �T��q. Also, with �T��q and due to the domination
of the wave nature of energy transport over heat diffusion, the
temperature of the initially low-temperature layer can be higher
than that of the initially high-temperature layer during the tran-
sient process of energy transport. With �T��q, the DPL model
experiences an additional mechanism of heat diffusion with no
wave form of energy transport. Also, as the temperature gradient-
phase lag increases, heat more quickly diffuses in the composite
slab when subject to a thermal disturbance, although the interfa-
cial temperature difference remains the highest during the early
times in the transient process of energy transport.

Nomenclature
C � thermal wave speed, m/s
k � thermal conductivity, W/m K

kr � thermal conductivity ratio, k1 /k2
Li � length of domain i, m
Lr � length ratio, L1 /L2
q � heat flux vector, W /m2

Q � dimensionless heat flux
r � position vector

R̃c � thermal contact resistance per unit surface
area, m2 K /W

Rc � dimensionless thermal contact resistance
t � time, s

T � temperature, K
Tr � reference temperature
x � x-coordinate
� � thermal diffusivity, m2 /s

�r � thermal diffusivity ratio, �1 /�2
	�c � temperature difference at the contact surface

� � convergence criterion
� � dimensionless distance
� � dimensionless time, �1t /L1

2

� � dimensionless temperature, T /Tr
�̃q � phase lag of the heat flux, s
�q � dimensionless phase lag of the heat flux,

�1�q /L1
2

�̃T � phase lag of the temperature gradient, s
�T � dimensionless phase lag of the temperature

gradient, �1�T /L1
2

Subscripts
1 � Domain 1
2 � Domain 2

Superscripts
p � previous iteration
n � previous time level
n+1 � current time level
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wo-Phase Convective Heat Transfer
n Miniature Pipes Under
ormal and Microgravity Conditions
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etailed numerical simulations have been performed to study the
ffect of flow orientation with respect to gravity on two-phase flow
eat transfer (without phase change) in small diameter pipes. The
usselt number distribution shows that the bubbly, slug, and slug-

rain regimes transport as much as three to four times more heat
rom the tube wall to the bulk flow than pure water flow. The flow
lockage effect of the inclusions results in a circulating liquid flow
uperimposed on the mean flow. For upflow, the breakup into
ubbles/slugs occurs earlier and at a higher frequency. The aver-
ge Nusselt numbers are not significantly affected by the flow
rientation with respect to gravity. A mechanistic heat transfer
odel based on frequency and length scale of inclusions is also
resented. �DOI: 10.1115/1.2909076�

eywords: two phase, heat transfer, miniature pipes

Introduction
Experimental research on thermal flow in miniature pipes has

o far centered on three issues: �i� flow regime map and transition,
ii� confinement effects, and �iii� characterization of heat transfer
n the presence of phase change. Convective two-phase flow heat
ransfer without phase change has surprisingly been absent from
he list of priorities. The experiment of Monde and Mitsutake �1�
s one of the rare exceptions. Computational studies are rarer,
xcept the recent contribution of Ua-Arayaporn et al. �2�, who
nvestigated convective two-phase flow heat transfer in small
ubes in a small periodic box rather than in an elongated tube, as
one in the companion paper by the current authors �3�. Together
ith our earlier study �3�, the present communication sets up a
ebate on the following question: Is it practically meaningful to
esort to convective two-phase flow heat transfer without phase
hange as an alternative for select microcooling applications?

In this contribution, we compare new simulation results for
wo-phase flow subject to gravity �upflow and downflow� to the
arlier data obtained at zero gravity �3�. The focus here is on the
ole played by flow regimes and associated blockage/confinement
ffects in controlling heat transfer.

Modeling and Simulation
The incompressible Navier–Stokes equations within the one-

uid formalism are used in this study. The level set method is used
or interface tracking. Temperature was treated as a passive scalar,

1Corresponding author.
Contributed by the Heat Transfer Division of ASME for publication in the JOUR-

AL OF HEAT TRANSFER. Manuscript received April 2, 2007; final manuscript received
ctober 3, 2007; published online May 16, 2008. Review conducted by Louis C.

how.

ournal of Heat Transfer Copyright © 20
such that it is merely transported by the flow. The CMFD code
TransAT© developed at ASCOMP is a finite-volume multiblock
structured-mesh code solving the one-fluid Navier–Stokes equa-
tions. Details of the equations and numerical methods used are
available in Ref. �3�.

3 Two-Phase Flow Regimes and Heat Transport

3.1 Numerical Setup. The data used as reference are from
the experiments by Chen et al. �4�. In their experiments, air-water
flow was pumped at various flow rates in a closed loop into 1 mm
and 1.5 mm diameter pipes. Five flow regimes were investigated
in horizontal pipes: Bubbly, slug, slug train, churn, and annular.
The simulations were performed under axisymmetric conditions
for single- and two-phase flows for zero-gravity, down-flow, and
up-flow configurations. The small diameter and reasonably high
velocities �around 1 m /s� result in high Froude numbers of �100,
justifying the comparison between the zero-gravity simulations
and horizontal flow in the experiments.

The pipe wall was set to a constant temperature Tw=340 K, and
the inflow to Tin=300 K. The inlet flow conditions were extracted
from the experiment. The phase inflow velocities and correspond-
ing void fractions � are listed in Table 1; the void fractions were
set by adjusting the inlet area.

For typical values of velocity=1.11 m /s, liquid viscosity
=10−3 kg /m s, surface tension coefficient=0.072 N /m, and liquid
density=1000 kg /m3, one obtains a Capillary number �0.0154, a
Weber number �17, and a Reynolds number �1110. This sug-
gests that the resulting flow will be dominated by the interplay
between inertia and surface tension.

Grid and domain size sensitivity studies revealed that a domain
extension of at least 40 diameters is necessary for the two-phase
flows to establish a periodic pattern around the inclusions. Grid
independence required the domain to be covered by 900�30 cells
�half the diameter�. Note that the slug-train case is not described
in detail here.

3.2 Flow Regimes. Figure 1�a� compares the zero-gravity
�central panel� bubbly flow patterns to down-�upper panel� and
up-flow �lower panel� conditions. The gas jet breaks at x /D=4
when surface tension effects exceed the inertia. Individual bubbles
are then periodically released. Gravity has an impact on the
breakup time/length, with breakup happening the earliest for the
up-flow case, followed by zero gravity and downflow �see Table
2�. This is because the effect of gravity counters inertia when the
flow is against gravity, thus making surface tension more
dominant.

As discussed by the authors before �3�, the breakup into slugs
�Fig. 1�b�� takes place further downstream as compared to the
bubbly flow because of the higher void fraction requiring a larger
amplitude of the instability wave to develop before breakup. The
effect of gravity is stronger for slug flow as compared to bubbly
flow. The slug breakup happens slightly earlier for upflow, which
results in a higher breakup frequency. Figure 1�b� also reveals the
strong interaction between the slug and the wall, the proximity
shown later to be responsible for substantial heat transport down
to the core-flow region.

3.3 Nusselt Number. In order to quantify the increase in heat
transfer in two-phase flow, the Nusselt number �see Ref. �3� for
details� variation along the wall is presented in Figs. 2�a� and 2�b�
for bubbly and slug flows, respectively, and compared to their
equivalent single-phase flow distributions. The comparison re-
veals a substantial increase in the heat transfer rate with increasing
inclusion length scale, denoted in Table 2 as LGB. For the bubbly
flow, an average Nusselt number of �10.7 is obtained for all the
three cases with different orientations relative to gravity. For the
slug flow, an average Nusselt number of �15 is obtained. In this
case, a discernible trend is present with respect to gravity orien-

tation. The down-flow case has a 4% higher Nuavg as compared to

JULY 2008, Vol. 130 / 074502-108 by ASME
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he zero-gravity case �which in turn has a 1% higher value than
pflow�. For the slug-train flows �not presented here�, average
usselt numbers of �15.6 and 17 were obtained. These numbers

mply an overall enhancement in heat transfer by a factor between
and 4 compared to single-phase flow. This purely hydrodynamic

ffect should be taken into consideration in conditions where
hase change results in similar two-phase flow regimes �5�.

A closer view of the Nusselt number variation �Fig. 3� reveals
hat it has a very coherent variation around each inclusion. For the
ubbly flow, the Nusselt number smoothly goes through a maxi-
um at the center of the bubble where the liquid layer is

queezed. For the slug flow, the maximum value of the Nusselt
umber occurs at the rear end of the slug where the gap between
he interface and the wall is very small �see Fig. 4�c��. Values as
igh as 32 can be observed. Orientation with respect to gravity
lays a role in shifting the location of breakup upstream for the
p-flow case, which results in a larger breakup frequency. The
usselt numbers obtained are of similar magnitudes to those ob-

ained by others �2,1�.

3.4 Defect-Flow Analysis. In order to clarify the mechanism
nhancing heat transfer, the flow field has been decomposed into

Table 1 Inflow velocity and void fraction conditions

ase study � UG �m/s� UL �m/s� Domain size

ater 0.0 0 1.11 1�70 D
ubbly 0.205 0.66 1.11 1�40 D
lug 0.376 0.66 1.11 1�40 D
lug-train 0.480 1.57 1.11 1�40 D

(a) Bub

(b) sl

Fig. 1 Flow evolution under normal

18–32 D. Scale: Higher temperature cor

74502-2 / Vol. 130, JULY 2008
the sum of the single-phase flow and a perturbation flow superim-
posed on top of it �induced by the presence of inclusions�, i.e.,
U=Usp+Up. Results of this flow decomposition are presented be-
low in Fig. 4 for bubbly and slug flows; the snapshots are taken at
approximately 26 diameters from the inlet in a periodic cell
around an inclusion. For each flow regime, the top figures show
the total velocity vectors at four stations in the periodic cell and
the bottom figures show the perturbation flow components. The
perturbation flow field is of a circulating nature around the inclu-
sion such that near the wall, the shear is increased as compared to
a single-phase profile. This additional shear created by the pertur-
bation flow field is responsible for increasing the heat transfer rate
in two-phase flow.

4 Mechanistic Heat Transfer Modeling
For practical applications, it is desirable to have a simple

mechanistic model for the heat transfer coefficient. A simple anal-

Table 2 Average Nusselt numbers, time, and length scales

Case Numean Freq. �Hz� LGB /D ReLS

Water �single phase� 3.67 0.0 0.0 —
Bubbly �downflow� 10.76 632 0.8 505.6
Bubbly �zero gravity� 10.69 669 0.8 535.2
Bubbly �upflow� 10.72 727 0.8 581.6
Slug �downflow� 15.44 391 1.8 703.8
Slug �zero gravity� 14.81 414 1.8 745.2
Slug �upflow� 14.72 439 1.8 790.2
Slug-train 1 15.61 519 2.7 1401
Slug-train 2 17.20 350 5.14 1799

ly flow

flow

d microgravity conditions. Domain:
b

ug

- an

responds to darker shade.
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gy with turbulent flow has been successfully proposed �3�, where
t was postulated that the passage of individual bubbles and slugs

ay act as fluid structures or eddies washing out the wall-adjacent
ayer, thereby increasing the temperature gradient at the wall. This
s the spirit of surface renewal theory of Higbie �6�.

Using the Dittus–Boelter �7� expression for heat transfer in tur-
ulent pipe flows, the Nusselt number may be expressed as fol-
ows:

Nu � Nuw + C PrL
0.4 ReLS

4/5 �1�

here Nuw is the value for fully developed single-phase flow
equal to 3.67 for constant wall temperature and 4.36 for constant
all heat flux�, C is a model constant, and ReLS is the liquid slug
eynolds number defined based on the pipe diameter D and the
elocity scale of the inclusions VGB. Therefore, ReLS=DVGB /�L,
here VGB=LGB /� and � is the time scale of bubble/slug passage.
The frequency of bubble/slug detachment together with the in-

lusion characteristic length scale LGB is reported in Table 2.
hese would be better estimates of the flow time and length
cales, rather than simply the superficial inflow velocities and void
raction. Bubbles detach at a higher frequency as compared to the
lug and slug train, but have a smaller streamwise length. This
ichotomy should be taken into account in the mechanistic mod-
ling of heat transfer.

The best fit to the computational data is obtained for a model
onstant C=0.022, as shown in Fig. 5, which is of the same order
f magnitude as the original Dittus–Boelter correlation �C

(a) Bubbly flow

(b) Slug flow

ig. 2 Nusselt number distribution along the axis under
ormal- and microgravity conditions
0.023�. The frequency of breakup and passage of inclusions is

ournal of Heat Transfer
systematically affected by the orientation of the flow with respect
to gravity. Up-flow case has a higher frequency as compared to
zero gravity, which in turn has a higher frequency than the down-
flow case. Since the inclusion length scales LGB are not affected
by gravity, the above correlation holds for both down- and up-
flow cases.

This model can be used to determine the Nusselt number in
similar situations involving well defined gas inclusions such as
bubbles, and slugs evolving in microfluidic devices, where L
�1 mm, and for Pr�1 liquids. As shown in Fig. 5, the proposed
model fits remarkably well the simulated Nusselt number data for
the range of flow topologies. This is a new valuable result for
practical applications.

5 Pressure Drop
The effect of gravity on the pressure drop is intuitive. Pressure

drop is higher in the case of upflow as compared to zero-gravity
and down-flow cases in that order. Interestingly, it is observed that
while the bubbly flow �Fig. 6�a�� has a lower pressure drop than
the single-phase water flow �except the up-flow case�, the slug
flow �Fig. 6�b�� has a 14–15% larger pressure drop than the
single-phase flow.

The factors affecting pressure drop are the mass flow rates,
which reduce with increasing void fraction, and the inclusion-
induced wall shear, which increases with void fraction. In the
bubbly flow regime, the reduction in the mass flow rate has a
higher impact than the bubble-induced increase in the shear, re-

(a) Bubbly flow

(b) Slug flow

Fig. 3 Detailed view of Nusselt number distribution under
normal- and microgravity conditions
sulting in a lower pressure drop. In the slug flow �and the slug-
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rain flow�, the mass flow rate is even lower but the shear stress is
ignificantly larger in proportion, which explains the increase in
ressure drop. Thus, an optimum condition could exist, which
nhances heat transfer by a factor of 4 with no increase in pressure
rop.

Note that in Fig. 6�b�, the axial pressure profile for the down-
ow case has a large downward shift. This particular instance has
een chosen to show the effect of the breakup phenomenon, as
hown in Fig. 7. During the process of necking, a large pressure

(a) Flow over bubble and stations

(b) Defect flow over bubble

(c) Flow over slug and stations

(d) Defect flow over slug

Fig. 4 Total and defect flow fields

Fig. 7 Slug breakup under nor
74502-4 / Vol. 130, JULY 2008
Fig. 5 Nusselt number correlation as a function of Reynolds
(a) Bubbly flow

(b) Slug flow

Fig. 6 Pressure variation along the pipe for normal- and mi-
crogravity conditions
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rop is created across the neck due to gas flow acceleration, which
roduces this downward shift in pressure. The relevant point here
s that in designing a two-phase system, these pressure pulses will
ave to be taken into account, even though the average pressure
rop would be similar to single-phase flow.

Conclusions
Overall, the heat removal rate in two-phase flow is significantly

igher than in single phase. The additional circulating flow in-
uced by the presence of bubbles and slugs is shown to substan-
ially increase the wall shear and in turn heat transfer. The average
usselt number distribution shows that the bubbly and slug pat-

erns transport three to four times more heat from the tube wall to
he bulk flow than the single-phase water flow. The heat transfer
esults are only marginally affected by gravity, even though there
s a noticeable effect on the breakup frequency. From an engineer-
ng standpoint, the present results may be helpful in designing
ntelligent flow control systems. The simple correlation proposed
s meant to be used as a guideline for design purposes.
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eat transfer through solar fins and rooted fins is analyzed theo-
etically in this work. The terminology of “solar fin” is used to
efer to fins that are subject to external irradiations while the
erminology “rooted fin” is used to refer to fins partially embed-
ed in the base wall. One-dimensional heat transfer analysis is
onducted and heat transfer rate through the fin, fin efficiency, as
ell as other performance indicators are obtained. It is found that

he fin efficiency of the solar fins is maximized at certain fin indi-
es and that rooted fins are preferable over ordinary fins for a
ide range of fin indices. This range of fin indices is summarized

n a correlation for insulated walls or insulated fin roots. More-
ver, the minimum fin length that maximizes fin heat transfer is
ound to increase as solar irradiation intensity increases for solar
ns subjected partially to solar irradiations. Finally, this work
rovides new passive methods for enhancing heat transfer in ther-
al systems. �DOI: 10.1115/1.2897927�

eywords: fins, irradiation, heat transfer, extended surfaces, en-
ancement

Introduction
Heat transfer through extending surfaces was studied exten-

ively in the literature �1,2�. In this work, heat transfer through
ew families of fins is analyzed analytically, which receives less
ttention in the literature. These fins are �a� solar fins, which are
ns subjected to external irradiation, and �b� rooted fins, which are
ns partially embedded in the wall. One-dimensional heat transfer
nalysis is conducted, and heat transfer rate through the fin, fin
fficiency, as well as other performance indicators are obtained.
he main controlling parameters are identified, and their role on

he thermal performance of the analyzed fins is explored.

Problem Formulation

2.1 Solar Fin

2.1.1 Solar Fin Fully Subject to Solar Irradiation. Consider a
n having a length L and a uniform cross-sectional area AC and a
niform perimeter P extending from a wall that is kept at a base
emperature Tb. Let the fin absorb a uniform heat flux qr� at its
uter surface, which is subject to convection with free stream
emperature T� and convection coefficient h shown in Fig. 1�a�.
ote that the absorbed heat flux qr� is equal to the irradiation G on

he fin surface times the fin solar absorbtivity �S times area factor
r �ratio of irradiated area to the total fin area�, qr�= ��SG�Ar. The

-axis is taken along the length of the fin starting from the base.
he one-dimensional energy equation for the fin �1� is

1Corresponding author.
Contributed by the Heat Transfer Division of ASME for publication in the JOUR-

AL OF HEAT TRANSFER. Manuscript received February 15, 2007; final manuscript
eceived June 28, 2007; published online May 20, 2008. Review conducted by Peter

adasz.
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d2T

dx2 − m2�T − T�� = −
qr�P

kAC
�1�

where m is equal to

m =� hP

kAC
�2�

2.1.1.1 Infinite fin (Case A). The solution to Eq. �1� is the
following when L approaches infinity:

T�x� − T�

Tb − T�

= e−mx +
qr�

h�Tb − T��
�1 − e−mx� �3�

The ratio of the fin heat transfer when qr��0 to that when qr�=0 is
equal to

� =
qf

�qf�qr�=0
= − �kAC�dT/dx�x=0�/��− �kAC�dT/dx�x=0���qr�=0 = 1

−
qr�

h�Tb − T��
�4�

2.1.1.2 Insulated tip fin (Case B). For this case, the solution to
Eq. �3� is

T�x� − T�

Tb − T�

= 	1 −
qr�

h�Tb − T��

 cosh�m�L − x��

cosh�mL�
+

qr�

h�Tb − T��
�5�

The fin efficiency � f for this case is

� f =
− kAC�dT/dx�x=0

hPL�Tb − T��
=

�hPkAC��Tb − T�� −
qr�

h
�tanh�mL�

hPL�Tb − T��

= �� f�qr�=0�1 −
1

�mL�2Rm� �6�

where the dimensionless parameters �� f�qr�=0 and Rm are equal to

�� f�qr�=0 =
tanh�mL�

�mL�
, Rm =

qr�L
2P

kAc�Tb − T��
�7�

2.1.2 Solar Fin Subject Partially to Solar Irradiation. Con-
sider a fin having a length H and a uniform cross-sectional area
AC and a uniform perimeter P extending from a wall that is kept at
a base temperature Tb. A fin portion starting from a distance L
from the base is subject to a uniform heat flux qr� at its outer
surface. The fin is subject to convection with free stream tempera-
ture T� and convection coefficient h, as shown in Fig. 1�b�. The
x-axis is taken along the length of the fin starting from the base.
The one-dimensional energy equations for the fin �1� are

d2T1

dx2 − m2�T1 − T�� = 0 �8�

d2T2

dx2 − m2�T2 − T�� = −
qr�P

kAc
�9�

where m is defined in Eq. �2�. T1 and T2 are the temperature fields
for the portion free from solar irradiation and that subject to solar
irradiation, respectively.

The boundary conditions are

T1�x = 0� = Tb �10a�

dT2

dx


x=H

= 0 �10b�
T1�x = L� = T2�x = L� �11a�

JULY 2008, Vol. 130 / 074503-108 by ASME
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dT1
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x=L

= dT2

dx


x=L

�11b�

he fin heat transfer rate qf is equal to

qf = − kACdT1

dx


x=0
�12�

Solving Eqs. �8� and �9� results in the following formula for the
n heat transfer rate:

qf = �hPkAC	�Tb − T�� −
qr�

h
cosh�mL�
tanh�mH�

+ �hPkAC

qr�

h
sinh�mL� �13�

s such, the fin efficiency � f and the performance indicator � are
qual to

� f =
qf

hPH�Tb − T��
= �1 −

Rm cosh�mL�
�mL�2 �	 tanh�mH�

mH



+ Rm� sinh�mL�
3 	 L 
� �14�

Case A

Case B

Case C

h, T�

L-L1

h, T�L1

Ti

To

Tw

x

rq ��

H

L

Tb
x

rq ��

L

h, T�

Tb
x

ig. 1 „a… Solar fin fully subject to solar irradiation. „b… Solar
n partially subject to solar irradiation. „c… Rooted fin.
�mL� H

74503-2 / Vol. 130, JULY 2008
� =
qf

�qf�qr�=0
= �1 −

qr�

h�Tb − T��
cosh�mL��tanh�mH�

+
qr�

h�Tb − T��
sinh�mL� �15�

The performance indicator � is greater than 0.99 when L�L�,
where L� is equal to

L� =
4.65

m
+

1

m
ln	 qr�

h�Tb − T��

 �16�

2.2 Rooted Fins. Consider a fin having a length L and a uni-
form cross-sectional area AC extending from the interior surface
of a wall having a thickness L1, �L1�L�, as shown in Fig. 1�c�.
The temperature of the interior surface is Ti, while it is equal to To
for the exterior surface. The thermal conductivity of the wall and
the fin are kw and kf, respectively. The fin portion facing the out-
side fluid stream is subject to convection with free stream tem-
perature equal to T� and a convection coefficient of hf. It is as-
sumed that hf does not vary with position and that the variation of
the fin temperature in the transverse direction is negligible. As
such, the heat transferred through the fin at the interface qint is

qint = �ohfP�L − L1��Tint − T�� �17�

where Tint, P, and �o are the fin temperature at x=L1, the perim-
eter of the fin, and the efficiency of the fin portion facing the
outside stream, respectively. The x-axis is directed along the fin
centerline starting from the interior surface of the wall �Fig. 1�c��.

The heat diffusion equation for the fin portion embedded in the
wall is

d2Tf

dx2 − n2�Tf − Tw� = 0 �18�

where n is equal to

n =�kwSP

kfAC
�19�

where Tf, S, and Tw are the fin temperature, shape factor, and wall
temperature, respectively. The unit of S is the reciprocal of the
length unit. For example, if the wall temperature reaches its one-
dimensional temperature field at an average distance t from the
surface of the fin, then S=1 / t. The boundary conditions for this
equation are

Tf�x = 0� = Ti �20a�

Tf�x = L1� = Tint �20b�

− kfACdTf

dx


x=L1

= �ohfAf�Tint − T�� �20c�

The temperature distribution through the wall is

Tw = �To − Ti�	 x

L1

 + Ti �21�

The solution of Eq. �18� with boundary conditions �Eqs.
�20a�–�20c�� is

Tf�x� − Ti

To − Ti
=

x

L1
+ ��o�mL1�2�L/L1 − 1��	Ti − T�

Ti − To

 − 1� − 1

�o�mL1�2�L/L1 − 1� +
nL1

tanh�nL1�
�

�
sinh�nx�
sinh�nL1�

�22�

where m is the fin index of the fin portion facing the fluid stream.

It is equal to
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m =� hfP

kfAC
�23�

s such, the fin heat transfer rate is

qf = − kfACdTf

dx


x=0
= −

kfAC

L1
�o�1 +

��o�mL1�2�L/L1 − 1��	Ti − T�

Ti − To

 − 1� − 1�	 nL1

sinh�nL1�

�o�mL1�2�L/L1 − 1� +

nL1

tanh�nL1�
� �24�

0

0.2

0.4

0.6

0.8

1

0.1 1 10 100

��=0.001,0.01,0.02

�L

�

Fig. 2 Effects of mL and the solar irradiation parameter Rm on the fin efficiency � for the solar fin fully subject
to solar irradiations for an insulated tip fin
here �o=To−Ti. Define the performance indicator � as follows:

� =
qf

��qf�very long�L1=0
=

qf

�kfAChfP�To − T��
�25�

t is equal to

� =
1

mL1��	Ti − T�

Ti − To

 − 1�−1

+
��o�mL1�2�L/L1 − 1� − �	Ti − T�

Ti − To

 − 1�−1�	 nL1

sinh nL1



�o�mL1�2�L/L1 − 1� +
nL1

tanh�nL1�
�

�26�

Special case. When n=0, as when S=0, or when kw	kf, the fin

erformance indicator is equal to

ournal of Heat Transfer
� =
1

mL1
��	Ti − T�

Ti − To

 − 1�−1

+
��o�mL1�2�L/L1 − 1� − �	Ti − T�

Ti − To

 − 1�−1�

�o�mL1�2�L/L1 − 1� + 1
� �27�

For a very long fin, the fin efficiency �o is equal to

�o =
1

m�L − L1�
=

1

mL1�L/L1 − 1�
�28�

As such, the performance indicator � is equal to

� =
1

mL1
��	Ti − T�

Ti − To

 − 1�−1

+
�mL1 − �	Ti − T�

Ti − To

 − 1�−1�

mL1 + 1
�
�29�

3 Discussion of the Results
Figure 2 illustrates the effects of the absorbed irradiation Rm

and the fin index m parameters on the fin efficiency � for an
insulated tip fin. As can be seen, the fin efficiency is maximized at

certain values of m, indicating that solar fins are preferred to have

JULY 2008, Vol. 130 / 074503-3
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pecific fin indices. To eliminate the reduction in fin heat transfer,
he solar fin is recommended to be partially shaded in the region
loser to the base with a shaded length greater than L� �Eq. �16��.

Figure 3 illustrates the effects of the fin index m, the length of
he fin root L1, and the temperature ratio �Ti−T�� / �Ti−To� on the
erformance indicator �. As can be seen from the figure, the very
ong rooted fin is recommended over the very long fin for small
alues of m, L1, and �Ti−T�� / �Ti−To� when n=0. It can be con-
luded from this figure that when the following inequality is sat-
sfied:

mL1 � − 0.0693	Ti − T�

Ti − To

3

+ 0.784	Ti − T�

Ti − To

2

+ 3.1027	Ti − T�

Ti − To

 + 4.624 �30�

he very long rooted fin is recommended over the very long fin.

Conclusions
Heat transfer through solar fins and rooted fins was analyzed

heoretically in this work. A one-dimensional heat transfer analy-
is is conducted, and heat transfer rate through the fin, fin effi-
iency, as well as other performance indicators are obtained. It
as found that the fin efficiency of solar fins is maximized at

ertain fin indices. Moreover, the minimum fin length that maxi-
izes fin heat transfer is found to increase as solar irradiation

ntensity increases for solar fins subjected partially to solar irra-
iations. Rooted fins were found to be preferable over ordinary
ns for a wide range of fin indices. This range of fin indices is
ummarized in a correlation for insulated walls or insulated fin
oots. Finally, this work provides new passive methods for en-
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Fig. 3 Effects of mL1 and the temperature ratio on
ancing heat transfer in thermal systems.
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Nomenclature
Ar 
 area factor
G 
 solar irradiation
hf 
 convection coefficient
H 
 fin length for the solar fin partially subject to

irradiations
kf 
 thermal conductivity for the fin
kw 
 thermal conductivity for the wall
L 
 fin length

L1 
 length of the fin root
m 
 fin index
n 
 fin index of the fin root
P 
 perimeter
qf 
 heat transfer through the fin
Tb 
 base temperature
Tf 
 fin temperature
Ti 
 inside wall temperature
To 
 outside wall temperature
Tw 
 wall temperature
T� 
 free stream temperature

Greek Symbols
� 
 fin performance ratio
� 
 fin efficiency
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